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J .-INTRODUCCIÓN 

El objeto .. del presente trabajo es el de estudiar la difusión del carbono 
en el hierro gamma, fenómeno que permite la acumulación de carbono en la 
periferia de los aceros, mejorando sus características mecánicas, sobre todo 
su dureza. Hemos intentado seguir la marcha de este fenómeno con ayuda 
de la ecuación de difusión de Fick, y como un primer paso para continuar 
el estudio de la difusión de cualquier otro elemento, basándonos en un mis­
mo modelo cristalino, dado su gran interés industrial. Se ha elegido el estado 
de gamma del hierro, debido a los fenómenos de cementación que tienen lu­
gar en él, considerando que una de las temperaturas tipo para estas cemen­
taciones, 925° C, era accesible por nosotros. Manteniendo esta temperatura 
fija, hemos variado los tiempos de permanencia de las muestras, desde 2 a 
80 horas, realizando una toma de datos dentro del campo industrial, no su­
perior a 10 horas y observando Ja penetración para tiempos mucho mayo­
res (hasta 80 horas) con el único objeto de hacer crecer desmesuradamente 
el grano, y ver su influencia en la difusión. El tiempo de calentamiento ha 
sido de 1 hora 45 minutos en todos los tratamientos, y de 5 horas el tiempo 
de enfriamiento. 

Lo~. resultados obtenidos los hemos comparado con los propios del mo­
no cristal de hierro gamma, teniendo presente que nuestro estudio se realiza 
en un policristal y que tanto la composición química, como la superficie de 
cada grano va a variar de acuerdo con las condiciones iniciales del expe­
rimento. 

11.-TÉCNICAS EXPERIMENTALES 

Se han preparado 45 probetas cilíndricas de .acero de diámetro 20 cm., 
y longitud 20 mm. El acero tenía la siguiente composición química en % : 
carbono, 0,04; manganeso, 0,28; silicio, 0,02; fósforo, 0,02; azufre, 0,025 ; 
cromo, 0,02. 
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Mientras la difusión controla la cinética de la reacción cementante, las 
condiciones de equilibrio entre la fuente de carbón y la superficie de hierro 
gamma son las que deciden si el carbono cedido por la fuente puede o no ser 
absorbido. La capa superficial posee en cada instante un contenido en car­
bono definido por C( o) (concentración para una penetración x = O), el cual 
junto con la temperatura T y el tiempo t nos van a determinar el crecimiento 
de la capa cementada. 

La acción del cementante durante el tratamiento viene referida a dos 
factores: a) factor termodinámico, que da lugar al potencial de carbono en 
la periferia; es decir, que tiene que ser capaz de proporcionar el carbono 
que nos exija el diagrama Fe-C; b) factor cinético, que da lugar a la activi­
dad del carbono ; también se conoce como coeficiente de transferencja de 
carbono. 

Zona de observación metafogrQfico 
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Fig. 2 

e anOlisis ulmicos 

El primero expresa el valor límite constante que se alcanza en la super­
ficie del acero a una temperatura dada, es decir, la tensión de vapor del car­
bono en equilibrio con la fase sólida del hierro gamma. El segundo indica 
la velocidad con que el carbono aplicado por el medio cementante llega a la 
superficie del hierro gamma para difundirse a través de la misma. Hemos 
comprobado que el tiempo necesario para llegar a este equilibrio es superior 
a las 16 horas. En la industria para que sean menores, se hace uso de acti­
vadores. 
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Ill.-VARIEDADES DEL HIERRO, CONSTITUYENTES DE LOS ACEROS Y DEFECTOS 

EN LOS CRISTALES 

El hierro cristaliza en la variedad alfa hasta una temperatura de 768º C, 
sistema cúbico centrado en el cuerpo ·( CC), siendn la distancia ínter.atómica 
del orden de 2,86 .X, y no disuelve prácticamente carbono, ya que a la tem· 
peratura .ambiente su solubilidad no supera el 0,008 por % de carbono. 

La va.riedad beta existe desde los 768 a los 910º C y desde un punto de 
vista cristalográfico es exactamente igual que la .alfa, variando únicamente 
las distancias interatómicas, que son de 2,9 1 a 800° e y 2,905 1 a 900° c. 

La variedad gamma se presenta de 910 a 1.400º ·C y cristaliza en el sis· 
tema cúbico centrado en las caras ( CCC), siendo la distancia interatómipa de 
3,60 Í a 910º C, y 3,68 Í a 1.400º C. 

La variedad delta se inicia a los 1.400º C y finaliza con la fusión del 
hierro; es cúbica centrada en el cuerpo, y su distancia in ter atómica es del 
orden de 2,94 l 

A partir de 1.539º C, comienza la fusión del hierro. 
La adición de carbono al hierro, puede realizarse <le dos formas, una, 

añadiéndolo al hierro fundido consiguiendo así una distribución más o me­
nos uniforme a la hora de la solidificación posterior, y otra, difundiéndolo 
en estado sólido con lo que se consigue una distribución no uniforme. 

Las .aleaciones Fe-C obtenidas por fusión y posterior solidificación, con­
tienen una serie de contribuyentes, de los que vamos a mencionar sólo cua­
tro: a) Ferrita: solución sólida de carbono en hierro alfa, siendo su solubi­
lidad .a la temperatura ambiente de 0,008 por % <le carbono, por lo que suele 
considerarse como hierro alfa puro, y de 0,02 por % a 723º C; b) Cemen­
tita: que es carburo de hierro (CFes), y contiene un 6,67 por % de carbono 
y un 93,33 por % de hierro alfa; cristaliza en el sistema ortorrómhico; c) 
Perlita: que está formada por el 86,5 por % de Ferrita y el 13,5 por % de 
Cementita, estando formado cada grano por placas alternadas de Cementi­
ta y Ferrita; d) Austenita: que es una solución <le carbono de hierro gamma, 
y es el constituyente más <lenso de los aceros; comienza a formarse por cris­
tales cúbicos ( CCC) de hierro gamma con los átomos de carbono intercala­
dos en las aristas y en el centro. 

Vamos a considerar que el hierro gamma va a tener en su constitución 
una gran cantidad de defectos puntuales de tipo Frenkel, en los que un átomo 
pasa de un lugar a otro de la red, que es una posición <le inserción, y que a 
su vez no está ocupada por ningún otro átomo; como vamos a comprobar, 
este tipo <le defecto es el causante <le la difusión del carbono en la red <lel 
monocristal de hierro gamma, difusión en la que son muy importantes las 
consideraciones de tamaño, ya que no sólo nos van a limitar la existencia de 
átomos intersticiales, sino que además la probabilidad de que un salto suceda 
va a depender del impedimento impuesto al movimiento por los átomos <le 
cuello entre las posiciones intersticiales, y de aquí, que cuando el contraste 
en las dimensiones atómicas es importante, se puede dar este tipo de difusión. 

Para la red del hierro gamma, el diámetro atómico de los átomos .de la 
red vale a. 1'2/ 2, siendo "a" la distancia ihteratómica, y tomaremos como diá­
metros atómicos de comparación, las distancias atómicas del hierro gamma 
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en su propia red, cúbica centrada en las caras. Los mayores espacios libres 
están situados en los centros de las aristas de la red, en donde cada átomo 
de carbono intersticial va a tener a su alrededor 6 átomos de la red distan­
tes 0'5a, por lo que el tamaño relativo .a los átomos de soluto que tienen que 

intercalar.se entre átomos de diámetro a V 2/ 2 es: 

a - a \(2/ 2 = 0,293a 

Para nuestro caso, el parámetro de la red del hierro gamma es a = 3,61 1 
que nos da un -diámetro atómico de comparación para el hierro, supuesto 
esférico, de 2,54 Í, como el diámetro atómico de comparación del carbono 
vale 1,4 Í aproximadamente, encontramos la relación: 

Diámetro atómico del carbono 1,40 
0,55 

Diámetro atómico del hierro 2,54 

por lo que la difusión .del carbono en el hierro gamma sí que es de tipo in· 
tersticial. 

Siendo el radio atómico r = a lf2/2, el volumen ocupado por los áto­
mos de hierro gamma será: Vfe = 0,74a3, y por tanto, el volumen va-
cío será del orden del 26 por % . · 

Tanto la ferrita como la austenita son soluciones sólidas intersticiales; 
el radio máximo del soluto supuesto esférico sería: (fig. 3-a) 

a 

r soluto (5 - a 
4 

0,126 a 
4 

2,86 

Fig. 3-a 

El valor de la distancia interatómica para el hierro gamma vale 
11 = 2,86 Í, por lo que el radio máximo del soluto tiene que ser 

2 Q. 
r = 0,126 X 2,86 A = 0,36 A 
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Para la austenita, el espacio vacío de mayor tamaño se encuentra situa­
do en una arista, en el punto medio del espacio vacío que existe entre dos 
átomos de hierro gamma; suponiendo que el átomo de soluto que se introdu-

ce es esférico, el radio máximo + que se podría tener para que cupiera 

exactamente sería: 

X a-2---- 0,293 a 
4 

y como el valor .de a para el hierro gamma es: a 
mo radio máximo del soluto: 

3,612 Í, nos queda co-

0,293. 3,612 

rsoluto 
2 

Fig. 3-b 

o 
0,53 A 

00 

"' o -

Con estos datos se concluye que es mucho más fácil lograr la difusión 
intersticial en el estado austenítico que en el ferrítico, ya que como el radio 
atómico del carbono es de 0,7 Í, cuando están en solución en la austenita se­
paran los átomos de la red del hierro gamma, de tal modo, que cuando la 
solubilidad es máxima, del orden del 2 por % <le carbono, sólo se encuentran 
ocupados un 10 por % aproximadamente de los espacios vacíos de la red, 
mientras que para la ferrita, la distorsión que sufre la red al introducir un 
átomo de carbono es mucho mayor. 

JV.-ENERGÍA DE ACTIVACIÓN Y DIFUSIÓN EN PROFUNDIDAD 

Cada átomo de hierro gamma está sometido a vibraciones alrededor de 
su posición de equilibrio, la amplitud de cuales varía con la temperatura; 
los átomos de carbono tienen que sobrepasar una cierta barrera de potencial 
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para poder desplazarse dentro de la red del hierro gamma, la energía que se 
precisa es la energía de activación, la cual será tanto más pequeña cuanto 
más elevada sea la temperatura a que sometamos .a los átomos de hierro 
gamma. 

A los 925º C, las distancias interatómicas· de la malla del hierro gamma 
se han dilatado lo suficiente para que el gradiente del potencial químico, que 
es l.a fuerza motriz de la difusión, .actúe; los átomos de carbono tienen que 
pasar entre los átomos de hierro gamma en un espacio sumamente estrecho, 
por lo que esta energía es principalmente de deformación. Para el hierro 
gamma el valor de esta energía oscila entre 0,9 y 1 eV. par.a la difusión del 
carbono; como el valor de la energía térmica media de un átomo a una tem-
peratura T ~ 1.000 ºK es del orden de 0,1 eV, el movimiento a través de l.a 
barrera requiere una gran fluctuación de energía, por lo que la frecuencia 
de salto f de un átomo de carbono viene controlada por estas fluctuaciones. 
Si es v la frecuencia de vibración de un átomo de carbono, la mayor parte 
de las veces es de suponer que su energía es demasiado pequeña par.a poder 
atravesar la barrera de potencial, pero ocasionalmente puede elevar su ener­
gía .a Q y cruzarla. La frecuencia de salto fmi, para el caso de la difusión 
intersticial viene dada para un átomo de carbono, por: 

Ími = v exp ( - Q/ k.T) 

( k = . cte de Boltzmamm) 

y como un átomo de carbono puede saltar a 12 pos1c10nes intersticiales dis­
tintas, (fig. 4), en el hierro gamma, resulta que la frecuencia de salto total 
viene dada por: 

Ím = 12 x v exp (-Q/ k.T) 

en donde v es del orden de 1013 vibraciones por segundo. 

Si para nuestro caso tomamos 0,93 eV como energía de activación se 
obtiene: 

Íffi = 1,11 x 101º saltos por segundo 

De haber considerado l.a difusión por vacantes, habríamos obtenido una 
frecuencia de: 

f = 1,03 x 106 saltos por segundo 

y de aquí, el que a 925º e el fenómeno de difusión sea principalmente de tipo 
intersticial, ya que tan solo unos pocos átomos de carbono se difunden ocu­
pando las vacantes creadas a esa temperatura. 
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Un sencillo modelo de difusión considerando un enorme número de 
átomos, consiste en suponer que los saltos individuales son iguales, que la 
red tiene alta simetría y que el movimiento de un átomo entre todas las di­
recciones cristalográficas es al azar. 

SALTOS DE CARBONO EN HIERRO GAMMA 

Fig. 4 

En primer lugar consideramos que la difusión es unidireccional. La dis­
tancia media de salto tiene que ser cero. De aquí el que tengamos que consi­
derar la media cuadrática: 

que podemos poner también de la forma: 

en donde f' = frecuencia de salto, t = tiempo requerido para que el átomo 

pueda realizar los n saltos, y D = + f' d2 ·el coeficiente de difusión mo­

nodimensional. 

Para tres dimensiones podemos poner: 

/(· 2) ( f t d2 )·+ V X = --
3 
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f d2 

siendo el coeficiente de difusión D 
6 

Para la difusión intersticial será: (Fig. 5) 

D 

con D0 

12 X V. exp (Q/ kT) 

6 

factor de frecuencia 

d2 = D0 exp (- Q/k.T) 

12 V d2 

2 V d2 

6 

siendo el orden de magnitud de D0 para el hierro gamma de: 

D0 = 2 x (2,542 x 10-20) x 1013 = 1,30 x 10-6 m2 s-1 

Fig. 5 

21 

A través de los planos en los que la difusión es más probable, (Fig. 5), 
el flujo neto unidireccional de átomos de carbono por segundo dN/dt viene 

• 
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definido por: 

dN L2 h2 f d c 

d t 2 d X 

en donde dc/dx es el gradiente de la concentración de átomos de carbono, L2 
la sección del plano que estamos considerando y h la longitud o alcance 
del salto. 

Para el salto tridimensional, como cada átomo de carbono puede saltar 
a 12 posiciones intersticiales distintas, tendremos ( fig. 4.-5) 

dN 

d t 

en donde hemos supuesto que L2 

d c 
D-­

d X 

1, y el valor de D 
h2 f 

12 

Sustituyendo valores encontramos que D = 0'6. 10-1º m2 s-1 es el va­
lor del coeficiente de difusión para un monocristal de hierro gamma en el 
que se difunden átomos de carbono. La ecuación diferencial de Ja difusión: 

d2 e d c 
D--

dx2 d X 

tiene como solución: c = c( o) exp [- x2 / 4 D t] que permite determinar el 
coeficiente de difusión D experimental, conociendo previamente c( o) que es 
la composición química de la probeta en la zona que ha permanecido la pro­
beta a 925º C y la composición del carbono a la profundidad X. 

En nuestro caso la profundidad de difusión viene dada por: 

X 0'628 '{t 

en la que D viene expresada en m2/ seg., t en horas y x en mm. Y siendo 

(x2) = D t resulta 

D = l'L lo-.io m2 s -1 

de la que se deduce una energía de activación de 0,94 eV, en consonancia 
con la de partida y una profundidad de penetración: 

x = 1,1 . l0-5 V t metros 

cuando t se expresa en segundos que es una función parabólica que sólo tie· 
ne sentido para valores positivos de x, 

, 
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V.-CURVAS DE DIFUSIÓN 

Las curvas de difusión que se muestran al final del trabajo, se han cons­
truido tomando sobre el eje de abscisas las penetraciones en mm. y sobre el 
de ordenadas los porcentajes de carbono. 

Las curvas A están realizadas tomando un coeficiente de difusión que 
se corresponde con la media general total de todos los coeficientes de difu­
sión de todas las curvas. 

Las curvas E se corresponden con la ecuación de la difusión pero utili­
zando el coeficiente medio de cada curva. 

En las curvas D se ha tomado un coeficiente de difusión único para to­
das ellas, de la forma: 

D = 6 . 10-12 m2 s-1 

que se ajusta bastante bien al final de las curvas, para grandes tiempos· de 
cernen taci ón. 

Las curvas B corresponden a un coeficiente de difusión compensado, de 
la forma: 

D = 
X 

[6. l0-12 - <E)] _ m2 s-1 

5 

de donde ( E) es el coeficiente de difusión medio de cada curva, inter-
viniendo el valor x por depender la difusión de la profundidad. 

Para difusiones de 2, 4 y 6 horas, las curvas E, que utilizan un coefi­
ciente de difusión medio propio de cada curva, son las que mejor se aproxi­
man en la parte periférica, y las A y D discrepan mucho de los datos ex­
perimentales. 

Para las curvas de 8, 10 y 12 horas, las que mejor se ajustan son las B, 
en las que hemos utilizado un coeficiente' de difusión compensado ; las cur­
vas E caen por debajo de los datos experimentales, y las curvas D siguen sin 
tener ningún interés. 

A partir de las 16 horas, ninguna de las curvas tienden a ajustarse a los 
datos experimentales en su totalidad. 

Para la curva de 32 horas, se observa que la A está muy por debajo de 
los datos experimentales, .a pesar de estar construida con el coeficiente medio 
general de difusión. 

Para tiempos aún mayores, los datos se ajustan a la curva A hasta 
0,8 mm. de profundidad, y ya no se vuelve a tener ninguna relación con las 
demás curvas dibujadas, salvo para la D en zonas más internas, aunque sin 
ajustarse a ellas. De todo ello puede asegurarse que este proceso de difusión 
no puede describirse por un coeficiente de difusión único, como cualquiera 
de los utilizados en los que no se han tenido en cuenta la variación de com­
posición con la profundidad, la variación de los constituyentes, el tiempo de 
tratamiento y sobre todo la variación del tamaño de grano con la tempera­
tura y con el tiempo. 

Todas las minifotografías han sido tomadas a 100 aumentos. 
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En la Tabla II se expone el estudio del tamaño de grano utilizando las 
normas ASTM. 

Número 
ASTM 

1 
2 
3 
4 
5 
6 
7 
8 

Granos por pulgada 
cuadrada a 100 aum. 

1 
2 
4 
8 

16 
32 
64 

128 

Tabla Il 

Granos por 
mm.2 

16 
32 
64 

128 
256 
512 

1.024. 
2.048 

Superficie por grano 
en micras cuadradas 

62.000 
31.000 
15.000 

7.800 
3.900 
l.950 

980 
490 

De todos los experimentos realizados, citaremos sólo los correspondien­
tes .a 2, 8, 16, 48 y 80 horas de tratamiento, por considerarlos más carac­
terísticos. 

Así para 2 horas de permanencia, observamos que la profundidad de 
penetración del carbono viene siendo del orden de 0,3 mm., el tamaño <le 
grano en la periferia apenas ha variado respecto aJ del núcleo (tamaño de 
ferrita. 

Para la de 8 horas, ya comienza a observarse un aumento del tamaño 
de grano periférico (n.º 5); la zona periférica es casi totalmente perlític.a. 

Para 16 horas, en la periferia se mantiene el tamaño de grano n.0 5, pe­
ro la zona de separación de los granos de perlita ya no es de ferrita, sino 
de cementita secundaria; en la zona no cementada, el tamaño de grano es 
del n.0 7. 

Para 48 horas, tenemos que en la zona periférica se ha conseguido el 
potencial de saturación del carbono, y el tamaño del grano es ahora del 
n.0 3; a 0,2 mm. de profundidad .aparece una zona difusa, cono <le turhu­
lencias, en la que no .aparece definido el borde de los granos, los cuales vuel­
ven .a estar delimitados a partir de 1,1 mm. aproximadamente, en donde la 
composición se corresponde con el eutéctico y en donde el tamaño de gr.ano 
sigue siendo del n.0 3; a partir de aquí aparecen granos de ferrita y perlita 
hasta la zona no cementada. Parece como si en la zona 0,2-1,lmm. el tamaño 
de grano permanece constante, .aunque no se puede afirmar por no poderse 
apreciar borde alguno. Utilizando otras técnicas, las holográficas por ejem­
plo, es posible que se pueda detectar un borde de grano y comprobar si el 
tamaño de grano permanece constante. 

Para 80 horas, .aparecen las mismas zonas que para 64 horas, pero con 
un tamaño de grano del n.0 l. Observamos que para grandes tiempos apare­
cen tres zonas perfectamente diferenciadas desde el punto de vista metalúr­
gico, dato por otra parte comprobado con la ayuda de los análisis químicos 
y el diagrama Fe-C. 
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Vl.-DISCUSIÓN Y CONCLUSIONES 

A partir de los datos experimentales y a partir de la ecuac10n de difu-
sión hemos obtenido unos coeficientes medios de difusión para 
cuyos valores son los siguientes: 

cada curva, 

D1 2,35 X 10-12 m2/seg., para 2 horas 
D2 2,70 X 10-12 " " 4 " 
D3 2,95 X 10-12 " " 6 " 
D, 3,15 X 10-12 " " 8 " 
Ds 3,25 X 10-12 " " 10 " 
D6 3,85 X 10-12 " " 12 " 
D1 4,00 X 10-12 " " 16 " 
Da 4,15 X 10-12 " " 20 " 
D9 = 4,40 X 10-12 " " 24 " 
Dio 4,25 X 10-12 " " 28 " 
Dn 4,95 X lQ-12 " " 32 " 
D12 4,93 X 10-12 " " 36 " 
D1a 4,,48 X 10-12 " " 48 " 
DB 4,70 X 10-12 " " 64 " 
D1s 4,75 X 10-12 " " 80 " 

De estos resultados se deduce que el coeficiente medio de difusión para 
2 horas viene siendo mitad del correspondiente a 80 horas, y que a partir 
de un cierto tiempo tiende a estabilizarse, con valores comprendidos entre 
4,4. x 10-12 a las 24. horas, y 4, 75 x 10-12 a las 80 horas, lo cual comienza 
a suceder cuando el potencial de carbono en la superficie es próximo al 1,29 
por % , por lo que resulta muy conveniente alcanzar lo antes posible a este 
potencial máximo, que por otro lado reduce el tiempo de tratamiento, pu­
diéndose conseguir una reducción en el tamaño de grano con la consiguien­
te mejora en las características deJ material. 

A su vez, los datos de los que hemos partido para el estudio del mono­
cristal, nos dan para una energía de activación de 0,93 e V y 925° C, un coe­
ficiente de difusión 

D = 1,2 . 10-10 m2 s-1 
monocristal 

valor que es mucho mayor que el que se deduce de los experimentos, por lo 
que sacamos conclusión de que la difusión policristalina tiene que venir re­
gida por otros mecanismos distintos de los que hemos supuesto para el mo­
nocristal, entre los que podemos destacar los siguientes: 

l.º) La posible formación de compuestos químicos en forma de granos 
de carburo de hierro, sobre todo en las zonas próximas a la periferia. 

2.0
) Los efectos de frontera de los granos, en donde la existencia de 

un gran número de dislocaciones allí acumuladas va a crear a su .alrededor 
campos de tensión. 
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3.0
) A su vez los fenómenos de germinación implican la formación de 

granos anormales, en los que los procesos de crecimiento repentino de algu­
nos granos modifican extraordinariamente la estructura cristalográfica, dis­
minuyendo la frontera intergranular, lográndose precisamente en las zonas 
periféricas de la probeta, en donde el contenido de carbono es mayor, sobre 
todo para tiempos relativamente grandes. 

Respecto a la energía de activación, Q puede observarse que la media 
para cada experimento es superior a la del monocristal en las mismas condi­
ciones de temperatura y tiempo, y.a que .aunque para el monocristal es inde­
pendiente del tiempo el coeficiente de difusión D, para el policristal depende 
de él. Para los policristales estudiados, tenemos: 

D 
Q - 383'36 . 10-23 ln joules 

1,3 . 10-6 

dando valores medios que varían desde: 

Qi = 1,32 eV hasta Qis = 1,25 eV 

y que dependen del número de granos de la estructura, ya que para Q1 = 
1,32 eV el tamaño de grano es el n.0 7, mientras para Q15 = 1,25 eV el ta­
maño de grano es el n.0 1 (.ambos para la periferia). De aquí resulta que si 
para el monocristal la energía de .activación era de 0,93 eV, y para un poli­
cristal de 1 grano por pulgada cuadrada a 100 aumentos es de 1,25, resulta 
que cuanto más tendamos a un aumento de la superficie del grano, y en con­
secuencia al monocristal, (aunque en nuestro caso estemos muy lejos de él) 
la energía de activación será menor, pudiéndose achacar esta diferencia de 
0,3 eV a los efectos de frontera intergranulares. 

Por esta razón, el disminuir el número que marca el tamaño de grano, 
implica que disminuye el número de granos, y en consecuencia que aumente 
la superficie media de cada grano, por lo que su frontera será menor dismi­
nuyendo la difusión con el tiempo, ya que éste es la causa de pasar de un 
n.0 7 a un n.0 1, o lo que es lo mismo, de que .aumente la superficie media 
de los granos desde 0,000880 mm2 .a 0,062 mm2• Sin embargo, la realidad nos 
dice que el coeficiente de difusión aumenta hasta un cierto valor a partir del 
cual puede considerarse como estabilizado, lo cual parece un contrasentido 
con lo .anteriormente expuesto, pero todo ello tiene una explicación, ya que 
en las zonas más profundas de la difusión, en donde la composición química 
es la inicial, el tamaño de grano varía muy poco pese a estar también a 
925° e, siendo este tamaño del n.0 5 al 6, y de esta forma la frontera de los 
granos es mayor en el núcleo que en la periferia; .así se comprende que en 
las probetas de 2, 4 y 6 horas de tratamiento se ajusten muy bien con un 
coeficiente de difusión único, ya que su grano prácticamente no se ha mo­
dificado, mientras que en las probetas para tiempos altos, al tener un tama­
ño de grano variable, y no haberle tenido en cuenta en la ecuación de difu­
sión, hace que su ajuste sea prácticamente imposible. 
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Por otra parte, en las primeras décimas de penetración del carbono, el 
coeficiente .de difusión es menor que en la parte intermedia o final de la pe­
netración, lo que indica que el coeficiente de difusión será distinto, variando 
este coeficiente .alrededor del 2,5 x 10-12 para las zonas próximas al eutec­
toide y 5,7 x 10-12 para las zonas de perlita y ferrita, siempre para tiem­
pos elevados. Todo ello viene a confirmar una vez más que la difusión inter­
granular y en general la profundidad de difusión, se vean afectadas por la 
naturaleza de las fronteras granulares ( cementita ó ferrita). 
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INTRODUCCIÓN 

Desde que Galvani descubrió el fenómeno de modulación de la función 
normal del sistema nervioso mediante aplicación de energía eléctrica hacia 
1770, hasta nuestros días, la estimulación mediante señales eléctricas de sis­
temas humanos, ha discurrido por los cauces más variados, constiyendo un 
área de notable interés científico y aplicaciones. 

No obstante, los éxitos obtenidos por las técnicas de neuromodulación, 
tanto en terapéutica como en diagnóstico, fueron, durante mucho tiempo es­
casos, debido principalmente al escaso desarrollo de la instrumentación eléc­
trica y electrónica. 

El desarrollo de la Electrónica ha venido a resolver el problema de 
acoplo de energía a sistemas humanos, permitiendo el avance de la neuro­
fisiología en este sentido, de modo que actualmente se desarrollan estudios 
en torno al tema tan variados como la supresión del dolor por estimulación 
cutánea y transcutánea sobre la espina dorsal, o estimulación directa sobre 
nervios, bases neurológicas de algunos sistemas simples de aprendizaje, 
respuestas transitorias de tejidos cerebrales y comportamiento en animales, 
tratamiento de shock para enfermedades mentales, e incluso ha dado 
paso a otros tipos de estimulación como la neuromagnética, laser, servo­
mecánica, etc. 

En lo que respecta a la neuromodulación se ha comprobado que el dis­
positivo de estimulación debe presentar una alta impedancia de salida de 
modo que la corriente de estimulación sea prácticamente independiente de 
la impedancia que presente la región a estimular y por lo tanto de la loca­
lización de las sondas; y por otra parte debe suministrar formas de onda 
pulsantes con objeto de efectuar una estimulación selectiva sobre las fibras 
aferentes (sensitivas) minimizando la actividad de las fibras eferentes (mo­
toras) y la producción de respuestas nocivas como resultado de la activación 
de fibras de clase e por iontoforesis, calor o estimulación eléctrica directa. 

Las unidades de estimulación disponibles en la actualidad suministran 
en su mayor parte formas de onda :periódicas cop un ciclo simple y en &l-
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gunos casos con posibilidades de modulación, controlando los parámetros 
manualmente con los problemas que ello comporta de cálculo mental, super­
posiciones, etc., de modo que las firmas constructoras suelen indicar al en­
tregar sus productos que deben usarse bajo la dirección de un físico o inge­
niero especialista en instrumentación electrónica. 

En algunos trabajos se propone la utilización de un ordenador para con­
trolar la estimulación, incluso en función de la respuesta, con las tremendas 
posibilidades que ello comporta cuando se dispone de un programador com­
petente, pero al mismo tiempo con un disparo de los costos, tanto de .adqui­
sición como de mantenimiento y desarrollo del sistema. 

Probablemente la solución más racional consista en construir un orde­
nador especial con un lenguaje orientado al problema que puede ser mane­
jado directamente por el neurofisiólogo y basado en un microprocesador pa­
ra obtener un sistema de bajo costo y consumo, fácil mantenimiento, así co­
mo altas prestaciones y versatilidad. 

El objeto del presente trabajo es iniciar el camino de dicha solución 
construyendo un sistema que permita programar secuencias de impulsos, con­
trolando sus parámetros más significativos mediante un programa y esta­
bleciendo por consiguiente un amplio abanico de posibilidades de control 
de amplitudes y tiempos de las señales de excitación basados en la potencia 
operativa de los microprocesadores. 

DESCRIPCIÓN DEL SISTEMA 

En la figura 1 puede verse el diagrama de bloques general del sistema 
construido. Este diagrama podría corresponder en general a cualquier siste­
ma microcomputador, si se prescinde de la constitución de los buses de datos 
y control. La figura 2 representa el diagrama general con indicación de com­
ponentes utilizados aunque algún inversor ha sido realizado discretamente 
por razones de economía, y los convertidores D/ A y V / I se indican esque­
máticamente para simplificar el dibujo, más adelante se verá su constitución 
precisa y los valores de los componentes utilizados. 

Puesto que nos hallamos ante un sistema microcomputador, el esquema 
de la figura 2 no dice aún absolutamente nada sobre la función que va a 
desempeñar el sistema, la cual viene determinada por el contenido de la uni­
dad de memoria de programa. Así, pues, el número de memorias de progra­
ma y por lo tanto el tamaño del decodificador .a utilizar para seleccionar la 
memoria en utilización, dependerá de la magnitud del programa. Por otra 
parte, la utilización que se vaya a hacer de la información enviada a cada 
puerta de salida del microcomputador propiamente dicho y dentro de cada 
puerta, a cada uno de los 4 bits condicionará el manejo de datos a la hora 
de diseñar el programa. 

Como puede verse por tanto que hay una interdependencia hardware­
sofware que debe tenerse presente a lo largo de todo el proceso de diseño. 

Así pues el esquema que aparece en la figura es el resultado final de un 
primer esquema que ha ido sufriendo sucesivos cambios para simplificar la 
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programac10n, así como el programa también ha sido modificado, cu.ando 
ello ha sido preciso, para simplificar la circuitería. 

Aún con todo la posibilidad de modificar las características del sistema, 
con la misma circuitería inicial, sin más que cambiar las PROM por otras 
que contengan un programa diferente, da una idea de l.a flexibilidad de este 
tipo de sistemas. 

CONTRnL UNIDAD DE 
MD10RIA DJ:: 

CLOCK . ~ DATOS , Y - C. P.U . ~ PUERTAS DE e .u. 
SALIDA 

D.M . U. 

' 
DATOS 

~ . ' • ' , 
UNIDAD nr. IDIRECCIOl :s 

K" I /0 UNIDAD DE 
MI:MORIA DF INTERFASI: • . ENTRADA/ 
PROGRAMA ~ -> J. u. r SALIDA 
P . 1'! . U. - I/íl . U. 

DATOS 

~ 1 CONTROL .íf' 

ENTRADA SALIDA 

Fig. ! .- Diagrama de Bloques del sistema. 

En nuestro sistema el número de memorias de programa que tenemos 
previsto conectar es de 2 y es por esta razón que el decodificador de la me­
moria en servicio se ha podido reducir .a un simple inversor conectado al 
L. S. B. (Low significant bit) de la salida de memoria del 4008, C 0 • La 
PROM conectada directamente a C 0 será la página O de programa y la co­
nectad.a tras la salida del inversor será la página l. Por lo demás la inter­
conexión entre C. P . U. interfases y memorias es convencional. 

Obsérvese que algunos componentes del sistema están conectados en pa­
ralelo. Ello es posible gracias a que sus salidas pueden estar en tres estados, 
los dos .activos "O" ó " l" lógico, y un tercer estado de .alta impedancia que 
permite tener en estas líneas la información suministrada por otro elemento 
que esté en alguno de los estados activos, sin que los elementos que se ha­
llan en estado de alta impedancia interfieran con él. L.a entrada o salida en el 
tercer estado es controlada por la C. P . U. 
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DESCRIPCIÓN Y OPERACIÓN DE LA UNIDAD DE ENTRADA 

Para la entrada de datos hemos utilizado un registro de 4 bits CD 4076 
construido en tecnología CMOS con 4, biestables D y salida de tres esta~os 
que almacenan los datos procedentes de un teclado. Cuando se pulsa una de 
las teclas correspondientes a un número decimal, el conjunto del teclado, que 
contiene un codificador envía al registro de entrada, a través de un bus de 
4, bits, el equivalente binario de dicho número y lo retiene hasta que le es 
enviado un nuevo dato, gracias a una señal STROBE que envía simultánea­
mente con el dato, los cuales están presentes tanto tiempo como se tenga 
pulsada la tecla. 

Podríamos haber utilizado directamente esta señal para activar la entra­
da de datos al registro pero para evitar posibles problemas de ruidos, lectu­
ras incorrectas, etc... decidimos incluir uno ·de los monostables de un circuí­
to integrado 9602 disparado por el STROBE en el flanco de subida para ac­
tivar la entrada de datos al registro ( fig. 3). 

5 V. 

STROBE 
-j.--.------------------- Input Disable 

'03 (l¡QQ2 '---~ sv. sv 
6K8 . 8 20 

Test 

BSX20 

5 V. 

-10V. -10V 

Fig. 3.- Control de entrada de datos. 

El tiempo que la entrada del registro está activada (Input disable en estado 
bajo) lo hemos ajustado a unos 350 nS de modo que el registro tenga tiem­
po suficiente para transmitir con seguridad la información a la salida. 

Puesto que en este sistema la ejecución del programa no puede detener­
se, hemos utilizado la instrucción de salto condicional para que una vez que 
el programa llegue al instante de captar un dato la señal de TEST permanez­
ca a "O" lógico (lógica negativa) y el programa entre en un lazo del que no 
saldrá hasta que la señal de TEST pase a "l", lo cual ocurre tras el flanco 
de bajada del "Input Disable" que ha controlado la lectura del dato, combi­
nado con el cambio de estado del bit 03 de la puerta de salida que contiene 
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l.a RAM 1 inmediatamente antes de entrar en el lazo de modo que indique 
que el sistema esté listo para captar un dato inhibiendo por otra parte el en­
vío de señales de TEST a la C. P. U. mientras no esté lista par.a recibir 
un dato . 

Una vez que la C. P. U. envía, .a través del Oa de la RAM, la señal de 
estar lista par.a recibir un dato, el primer dato procedente del teclado es al­
macenado en el registro de entrada durante los 350 ns. que el primer monos­
table del 9602 mantiene activa la entrada de dicho registro. Pasado este tiem­
po es decir, en el segundo flanco de la salida del primer monostable, según 
se indica en la figura 3 es disparado el segundo monostable del 9602 el cual 
transmite esta señal a través de dos puertas NOR (que actúan como llaves 
controladas por la C. P. U. y por una llave exterior) .a un cambiador de nive­
les que convierte los niveles de O y 5 voltios en estos circuitos TTL a niveles 
de - 10 y 5 voltios aptos para ser interpretados por la C. P. U. P-MOS. 
Cuando la C. P . U. recibe a través de la entrada TEST esta señal, el progra­
ma sale del lazo en que se hallaba, pasando a la siguiente instrucción que es 
de lectura de la puerta de entrada, y en las siguientes inhibe mediante el 
bit 03 de la RAM 1 y la primera puerta NOR la transmisión de posibles nue­
vas señales de TEST. 

Como quiera que el lazo se forma con una sóla instrucción doble y pues­
to que el tiempo del ciclo de instrucción es de 10 . 8 us, la periodicidad del 
lazo será de 21 . 6 us con 16 cual la señal de TEST deberá durar al menos 
21 . 6 us. Hemos ajustado el segundo monostable para que sea de unos 35 us 
de modo que se haga una lectura correcta con seguridad. 

La segunda puerta NOR que está actuando como llave tiene la finalidad 
de dejar pasar las señales procedentes de la .anterior o poner el TEST siempre 
a "l" independientemente de lo que haya en l.a puerta anterior. 

La misión de la llave conectada a una de las entradas de esta puerta se 
verá detenidamente en la descripción del programa pero de todos modos, 
vaya por delante que se utiliza para pasar de programación .a ejecución y para 
detener la ejecución de los programas. Obsérvese que puesto que sólo hay una 
puerta de entrada no ha sido preciso utilizar a los bits de selección del 4008 
( C0, C1, C2, Ca) ni por lo tanto ningún tipo de decodificador, lo cual a su vez, 
nos evita a la hora de diseñar el programa, el direccionamiento de puerta 
de entrada. 

DESCRIPCIÓN Y OPERACIÓN DE LA UNIDAD DE SALIDA 

Para implementar la unidad de salida disponemos por una parte de las 
dos puertas de salida contenidas en las RAM de datos y del bus de entrada­
salida del 4.009. 

En la puerta de salida de la RAM 0 y en el bit 02 de la puerta de la 
RAM 1 presentaremos como se verá en la descripción del programa informa­
ción relativa a los datos que el microcomputador vaya describiendo. Asimis-



ESTIMULADOR PROGRAMABLE PARA NEUROFISIOLOGIA... 45 

mo el bit 03 serán respectivamente el reloj y los datos que almacenará un 
Shift Register destinado a controlar la pendiente de la forma de onda a tra­
vés de un convertidor digital-analógico de 8 bits y de un integrador construi­
do con uno de los amplificadores operacionales que contiene el p.a 74.7. 

CP 

1+003 

IN 

39n 

20v . 

10}: 

Sv . 

Fig. 4.- Convertidor D / A e interruptor. 

S\' . .: 

o o 

En la figura 4 puede verse el diagrama completo del integrador y del 
convertidor. La puesta a cero del integrador se efectúa mediante una de las 
4 llaves CMOS que contiene el circuito CD016BE y bajo control de la señal 
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que se obtiene en el bit 00 de la RAM 1, debidamente alimentado entre 5 y 
20 volt. y los operacionales entre -10 y 20 voltios mientras que la RAM 
4002 lo será entre - 10 y 5 voltios. 

Puesto que las señales que salen por los bits 00, 01 se van a utilizar para 
conmutar un biplexer por 2 de las 4 llaves CMOS que contiene el CD4016 
con objeto de presentar en la salida, bien la señal procedente del integrador 
o bien la del otro convertidor D /A, la señal de puesta a cero del integrador 
deberá ser invertida respecto .a la que dé paso a la salida del integrador. Co­
mo quiera que aún queda una llave del CD4016, la hemos utilizado para pro­
ducir la inversión de la señal 0'0 como puede verse en la figura 4. 

Esta configuración parece un poco compleja, puesto que podría haberse 
utilizado un sólo bit de salida y su inverso para controlar toda esta parte del 
sistema, pero siempre quedaría conectado uno de los canales, cosa que con 
esta confirmación puede controlarse a voluntad mediante el programa. 

En lo que respecta a la amplitud hemos previsto que vaya controlada 
por el programa, y que pueda controlarse en cada impulso, razón por la cual, 
el uso de un Shift Register 4.003 que recibe la información en serie y que 
requiere bastantes instrucciones par.a la emisión total de los datos que se 
traduciría en una notable limitación de la máxima frecuencia de operación 
que nos impediría cubrir nuestros objetivos. Es por ello que la información 
relativa .a la amplitud instantánea la obtendremos de dos puertas de salida 
y puesto que las de las RAM ya están cubiertas, hemos construido dos puer­
tas de salida y utilizado el bus de entrada-salida del 4009, lo que nos permi­
tirá trabajar con un total de 8 bits. Hemos empleado para ello los dos regis­
tros de 4 bits que contiene el 9308 controlando sus dos entradas con la señal 
de control emitida por el 4009 y las señales de selección de chip utilizadas 
para las memorias de programa. Puesto que el 4009 produce inversión de 
datos y puesto que debemos comparar las señales que se obtienen del 4003 y 
de esta puerta de salida hemos invertido los datos que llegan a los registros. 

Los datos obtenidos en estas dos puertas van a otro convertidor D /A 
de constitución similar al anterior construido con el otro multiplicador ope­
racional del 11 A 7 4 7 y en que se ha incluido una resistencia variable con ob­
jeto de ajustar la amplitud de la señal de salida a los valores que correspon­
da. Esta señal se aplica a una de las entradas del biplexer, en tanto que en 
la otra se introduce la que se obtiene de un !imitador de la señal del integra­
dor controlado por la señal de amplitud, constituido de momento por un 
simple diodo y una resistencia y la salida de este dispositivo se introduce a 
un convertidor tensión-corriente que dará la salida .definitiva del sistema. 

D ESCRIPCIÓN Y OPERACIÓN DEL CONVERTIDOR V / l 

En la figura 6 puede verse el diagrama del convertidor V / I empleado 
como salida del sistema. Su concepción se basa en el esquema clásico de fuen­
te de intensidad controlada por tensión (fig. 5) en que mediante una resis­
tencia R colocada en serie con el terminal de salida se toma una muestra de 
tensión proporcional a la intensidad y se realimenta a la entrada. 
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F ig. 5.- Convertidor V / 1 clásico. 
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Fig. 6.- Convertidor V/ ! del sistema. 
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Con esta conexión, interesa, pues, hacer que la diferencia de potencial en­
tre la salida del amplificador propiamente dicho y el punto en que se halla 
conectada la carga se mantenga proporcional a la tensión de entrada siempre 
y cuando la intensidad que se pierda por R3 y R4 sea despreciable .a la que 
circula por la carga. 

Sea V L la tensión en la carga, la tensión en la patilla + será: 

la diferencia por tanto será: 

Si se ha de comportar como una fuente de intensidad la tensión V L de­
penderá de la carga, luego la diferencia de potencial en R deberá ser inde­
pendiente de V L lo cual nos conduce a que: 

1 

O lo que es lo mismo: 

La idea que presidió el paso de este esquema ( fig. S) de la fig. 6, fue 
por una parte evitar la conexión ·directa de la carga a masa para evitar en la 
medida de lo posible un shock eventual procedente de la red si el dispositivo 
va a ser utilizado con seres humanos y por otra parte, obtener en la salida 
una excursión simétrica entre potenciales positivos y negativos para evitar 
tener que introducir una nueva fuente de alimentación. 

Así, pues, se ha conectado la resistencia R3 no directamente a masa, sino 
a través de la entrada inversora de un operacional cuya entrada no inversora 
está puesta .a masa. Mediante una resistencia de realimentación aproximada­
mente igual .a R3 + R4 se obtiene en su salida una tensión aproximadamente 
inversa a la que aparece en el terminal de salida de intensidad. 
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DESCRIPCIÓN DEL RELOJ Y DEL CIRCUITO DE PUESTA A CERO 

En la figura 7 puede verse el esquema del circuíto que genera las dos 
fases ·del reloj necesarias para el funcionamiento del microcomputador. 

El circuíto consta de un oscilador estabilizado por cuarzo a una frecuen­
cia de 5.185 MHz., un contador actuando como divisor de frecuencia, unas 
puertas que .a partir de las señales obtenidas en el contador obtendrán la for­
ma definitiva de las dos fases y un driver cambiador de niveles. 

Del oscilador se obtiene una señal cuyo periodo es de 192.8 ns. Necesita­
mos dos fases de un ancho comprendido entre 380 y 480 ns, un tiempo de 
retraso de 0 2 a 0 1 comprendido entre 4.00 y 500 ns. y un tiempo de retraso 
de 0 1 a 02 superior .a 150 ns., según indica el diagrama temporal suminis­
trado por lntel. Con 2 períodos obtenemos un tiempo total de 385,6 ns., lo 
cual es idóneo para obtener la anchura de pulso que precisaron, mientras un 
período completo lo utilizamos para obtener el retraso de 0 2 .a 0i, pero sin 
embargo ha podido observarse que con esta constitución el sistema funciona 
correctamente. 

Necesitamos por lo tanto 2 ciclos par.a 01,2 par.a el retraso de 02 res­
respecto .a 01, 2 más para 02 y otro para el retraso de una nueva 
01 respecto a la última 02 (ver figuras). Es decir, un total de 7 cuentas 
y a partir de ese momento repetirse periódicamente, por lo tanto el conta­
dor deberá ponerse a cero cada 7 cuentas. 

Utilizaremos un contador rápido 74161 (F9316) con carry implemen­
tado mediante una red combinacional (look-.a-head) para cada biestable, que 
dispone además de la posibilidad de situarlo en el estado iniciado por 4 bits 
de entrada en paralelo cuando se activa la entrada de carga. 

Así mediante un.a puerta NAND activamos la entrada de carga en pa­
ralelo cuando el contador llegue a 6 ( 0110) de modo que al llegar al séptimo 
ciclo de reloj el contador se pone en el estado indicado por las puertas en 
paralelo, que en nuestro caso ponemos a "O" lógico (Lógica positiva). 

Con esta conexión (figura 7) las formas de onda obtenidas del contador, 
pueden verse en la figura 15 donde la traza superior en la que se obtiene del 
oscilador y las tres inferiores corresponden .a los tres bits menos significati­
vos del contador. 

XTAL 
5 .1 85MHz 

~I 

~ 
I 

SOp 10n 

-10 V• 
Fig. 7.- Clock. 
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El circuíto de puesta a cero (figura 8) debe suministrar una señal de ni­
veles apropiados al microprocesador ( 4.004) y de una duración suficiente 
para borrar todos los registros y biestables, tanto de la C. P. U. ( 4004) como 
de las memorias e interfases, para lo cual es preciso que esté en estado acti­
vo "l" lógico (lógica negativa) durante .al menos 8 ciclos de instrucción, es 
decir 64 ciclos de reloj, lo que supone unos 86,4 us. 

Utilizaremos como elemento de mando el pulsador del teclado que tiene 
la indicación CLEAR. Aún cuando hemos podido observar que por muy rá­
pidamente que se trate de activar el citado pulsador la duración de las seña­
les que se obtienen es siempre superior a 1 ms. hemos decidido utilizar un 
monostable FCK 111 por razones de seguridad y velocidad. El tiempo de 
permanencia en estado activo lo hemos ajustado de modo que sea muy su­
perior al valor mínimo exigible, con lo cual se evita la posibilidad de un 
borrado parcial de los elementos del sistema de modo que una pulsación 
accidental de la tecla de borrado total, y en caso contrario ninguna modifica­
ción de la operación normal del sistema. 

sv· s v. 

820 

BSX20 

-10V. -10 v .• 

Fig. 8.-Clear. 

ÜBJETIVOS CONCRETOS DEL SISTEMA 

Una vez descritos los elementos y la constitución física del sistema y con 
objeto de poder pasar a describir el programa, es preciso concretar aquellas 
especificaciones del sistema que el microcomputador deberá controlar. 

El sistema deberá ser capaz de suministrar impulsos de 1 hasta 4.096 ms. 
de amplitudes entre 0.1 y 25.5 mA. con posibilidades de modulación de am­
plitud en diente de sierra, así como posibilidad de controlar las pendientes 
de subida entre 0.1 y 25.6 mA/ms. o suministrar ondas rectangulares cuyas 
pendientes sean las máximas que el sistema es capaz de generar. 

Todos los parámetros que determinan la forma y duración de la señal 
obtenida deberán ser previamente programables. 

Así pues, a la hora de poner en funcionamiento el sistema, deberemos 
introducir una serie de datos que el microcomputador deberá interpretar y 
ejecutar de acuerdo con lo que se le indique en el programa. 
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A la hora de elegir la configuración de entrada de datos se pensó la 
posibilidad de utilizar un sistema del tipo que se utiliza en los lenguajes de 
.alto nivel, lo que conferiría .al sistema una mayor espectacularidad a expen­
sas de utilizar una mayor cantidad de memorias de programa. Por tanto y en 
orden a su economía decidimos utilizar un formato fijo, lo cual priva al 
sistema de una cierta flexibilidad a la hora de introducir datos, al tiempo 
que permite simplificar la programación. 

La estructura de entrada de datos queda pues como sigue: 
Habida cuenta de la estructura de direccionamiento que incorpora el sis­

tema MCS-4 parece oportuno introducir todos los datos relativos .a una se­
cuencia de salida en uno ·de los 4, registros de 16 caracteres de la memoria 
de datos RAM, de modo que al utilizar 2 RAM 4002 nos será posible pro­
gramar hasta un total de 8 secuencias diferentes, lo cu.al deberá tenerse en 
cuenta a la hora de diseñar el programa. 

Dentro de los datos que corresponden a una secuencia de la salida he­
mos .adoptado la siguiente organización: los tres primeros caracteres para 
almacenar el dato correspondiente .al .ancho del pulso, los 3 siguientes para 
la separación entre pulsos y los 3 siguientes para el número total de períodos 
que se dese.a obtener en esa secuencia, esto es en lo que respecta .al dominio 
del tiempo. 

En lo que respecta al control de .amplitud utilizaremos los dos caracte­
res que siguen para guardar la altura del escalón de modo que si no se desea 
obtener una modulación de amplitud, bastará dar el mismo v.alor .a este pa­
rámetro que al siguiente, se refiere .a la máxima amplitud que se desee 
alcanzar y que también guardaremos en 2 caracteres, finalmente 2 caracte­
res más para el valor de la pendiente. 

Como quiera que los datos se obtienen del teclado en BCD, para obte­
ner el máximo .aprovechamiento de l.a memoria será conveniente convertirlos 
a binario natural con lo cual, tendremos que utilizar en la entrada un dígito 
más que caracteres. 

Por consiguiente utilizaremos 15 de los 16 caracteres principales del re­
gistro que corresponda .a la secuencia en curso mientras que a la entrada 
será preciso introducir un total de 21 dígitos por secuencia. 

Parámetro Caracteres Dígitos Valor Unidades memoria entrada máximo 

l. W 8 (ancho de banda) 3 (0- 2) 4 4095 ms 
2. W L (ancho bajo) 3 ( 3 - 5) 4 4095 ms 
3. Duración ( D) 3 ( 6 - 8) 4 4095 ciclos 
4.. Altura escalón ( M) 2 ( 9 -11) 3 255 mA x 10 
5. Amplitud máxima (A) 2 (11-12) 3 255 mA x 10 
6. Pendiente (S) 2 (13-14.) 3 255 mA x 10/ mS 

Por otr.a parte hay que observar que puesto que todos los datos entran 
secuencialmente por una sola puerta de entrada, no será preciso ni efectuar 
el ·decodificado del número de puerta a partir de las salidas C0, C1, C2, C, del 
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4008, ni por tanto utilizar la instrucción SRC para direccionarla. Además, 
puesto que sólo utilizamos un banco de memoria de datos, utilizando el 0, 
como éste queda seleccionado al efectuar el borrado tampoco será preciso 
utilizar la instrucción DCL. 

CONCEPCIÓN DEL PROGRAMA 

Antes de pasar a describir el programa del microcomputador paso por 
paso, vamos a tratar brevemente de dar una idea general de su organización. 

En lo que respecta a la entrada de datos se ha previsto su realización me­
diante una subrutina en la que el sistema adquiere todos los dígitos relativos 
a uno de los parámetros y los convierte a binario natural, de modo que sí el 
parámetro es de 3 dígitos o de 4 lo único que varía es el punto de entrada en 
dicha subrutina. En ella se prevee al hacer la conversación la posibilidad de 
que el valor introducido rebase la capacidad de la región de memoria asig­
nada a dicho parámetro en cuyo caso será este valor máximo el almacenado 
en la memoria de datos. 

El envío a dicha subrutina desde la rama principal del programa se 
efectúa desde el interior de un lazo que corresponde .a los tres primeros pa­
rámetros de 4, dígitos y posteriormente desde otro lazo que corresponde a 
los 3 siguientes parámetros que son de tres dígitos. Estos están a su vez den­
tro de otro lazo que determina el número de secuencia que se está introdu­
ciendo y por tanto el registro de la memoria de datos, en que se almacenan 
los que corresponden a la secuencia en curso. 

Una vez introducidos los datos .de cada secuencia se ha previsto un tiem­
po de espera o retraso de unos 3 seg., en el cual, mediante el conmutador 
PRGM-RUN se podrá si se desea salir del lazo de lectura y pasar a ejecu­
ción. Si se mantiene al conmutador en la posición PRGM, o lo que es lo 
mismo, la señal de TEST a O lógico (lógica negativa) y si la memoria de 
datos no está completa, retrocederá para leer los datos de la secuencia siguien­
te. Si la memoria de datos estuviese completa se detendrá hasta que el con­
mutador de control se pase .a la posición RUN, es decir la señal de TEST a l. 

Una vez que hemos entrado en la parte de ejecución caben distinguir 
otras dos partes, una primera en la que se efectúan cálculos y correcciones 
sobre los datos de la secuencia en curso y una segunda de ejecución propia­
mente dicha. 

La ejecución se lleva a cabo secuencialmente, en el mismo orden de en­
trada mediante la memoria de datos y el registro del que se han de leer los 
datos a registrar. 

Una vez dentro del lazo de ejecución, si la altura del escalón es cero, 
sale del lazo para ejecutar un retraso con la salida inactivada cuya magnitud 
será la expresada por el parámetro DURACION en centésimas de segundo, de 
este modo se podrán obtener retrasos de hasta 40 segundos, a continuación 
vuelve al lazo principal para seguir con la siguiente secuencia. 

Si la altura del escalón no es cero pasa .a comprobar si la pendiente lo 
es, en cuyo caso cambia dicho valor por 1 pues más adelante está previsto si 
la pendiente no es suficiente para alcanzar la amplitud máxima, efectuar una 
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corrección sobre el valor de dicho parámetro, con lo cual se consigue aún 
cuando se introduzca un cero como valor de la pendiente que ésta se ajusta 
.automáticamente .al valor justo para obtener una forma de onda triangular. 

Si la pendiente toma su valor máximo, es decir 255, hemos adoptado el 
criterio de que la forma de onda resultante sea rectangular, lo cual se traduce 
a la hora de la programación en que se debe conmutar ~l biplexer de la uni­
dad de la salida para que presente directamente la salida de control de ampli­
tud sin utilizar el integrador que genera las pendientes. 

La rama principal del programa, contenida prácticamente en su totali­
dad en la página 0 se .apoya a lo largo de su ejecución en una serie de 
subrutinas contenidas en la página (PROM) l. 

Hemos tratado de incluir en estas subrutinas como es lógico, todas .aque­
llas funciones que deban ser realizadas varias veces, siempre y cu.ando el 
.ahorro de líneas de programa así lo aconseje. 

La última de las subrutinas SO que contiene la página (HOJA 8), realiza 
la operación de sumar .a los registros operativos 5, 6 y 7 considerados como 
un sólo número binario el contenido del acumulador haciendo que tomen en 
caso de rebasar su capacidad el valor máximo que pueden tomar. La subru­
tina está organizada de modo que se pueda entrar en ella sobre cualquiera 
de los tres registros. Si se desea entrar sobre el registro menos significati­
vo R(7) la dirección de entrada es la 238, 242 para entrar sobre el medio y 
246 para hacerlo sobre el más significativo. Efectúa su retorno por la última 
dirección, es decir la 255. 

La subrutina inmediatamente anterior .a ésta, Sl contiene los pasos pre­
cisos para la entrada de datos de un parámetro y su conversión a binario 
natural así como su grabación en memoria de datos. Está contenida entre las 
direcciones 14.5 y 237, .ambas inclusive (HOJAS 7 y 8) y hace uso de la su­
brutina anterior S2. 

Su diagrama de bloques puede verse en la fig. 9. En primer lugar se 
dirige hacia la salida de l.as RAM 4002 el dato que identifica el dígito que 
debe introducirse y se detiene hasta que la señal de TEST se pone a 1 (lógi­
ca negativa) indicando que hay un dato en la puerta de entrad.a listo para 
ser admitido. Cuando esto ocurre, .alcanza la dirección de retorno volviendo 
a la subrutina de origen donde se lee el dato y lo .almacena en el registro 
de R ( 10), para volver inmediatamente a la subrutina anterior y repetir el 
ciclo con los registros 11,12 y 13 de modo que si se desea leer un parámetro 
de 3 dígitos, el punto de entrada deberá ser la línea 14.9. 

A continuación realiza la función que indicábamos en párrafos prece­
dentes de comprobar si el valor de la pendiente es suficiente para alcanzar la 
amplitud máxima. Si no fuera así procede .a incrementar su valor hasta lo 
que sea. 

Alcanzado este punto, empieza la parte en que el microcomputador su­
ministra señales de control .al circuito de salida, enviando el valor de la 
pendiente .al 4.003, si la salida no ha de ser un.a señal rectangular. 

En lo que resta de secuencias no será preciso ya volver a la parte .ante­
rior. A partir de este momento entramos en un lazo controlado por el valor 
del parámetro DURACION dentro del cual está .a su vez otro lazo que con­
trola la amplitud sumándole en cada ciclo el valor del escalón de modo que 
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sale de él cuando el valor acumulado al ir sumando escalones rebasa el valor 
de la amplitud máxima. 

Esta disposición plantea el problema de que si el valor del escalón es 
mayor que el de la amplitud máxima, no suministra señal .alguna a la salida, 
habida cuenta de que no se ha previsto la posibilidad de corregir el valor del 
escalón en este caso. El problema no hubiera sido difícil de resolver si no 
fuera porque ello nos obliga en principio a introducir una memoria más de 
programa. Existe la posibilidad de hacer un debugging minucioso .del pro­
grama de eliminar .algunas líneas, con lo cual, obtendríamos la solución sa­
tisfactoria, que .aplazaremos temporalmente. 

Dentro del ciclo de control de amplitud tenemos finalmente los dos ci­
clos de control de tiempos en excitación y en reposo con la orden de activa­
ción y desactivación respectivamente del biplexer. 

DESCRIPCIÓN DEL PROGRAMA 

En la fig. 10 puede verse el diagrama de bloques del programa y en la 
tabla 1 su listado. 

Así llegamos hasta la línea 160, de aquí a la 169 se trata de identificar 
la posición en que debe grabarse lo cual se lleva a cabo mediante R ( 15), 
R (14) y R (2). El registro R (15) se incrementa en 1 cada vez que se lee un 
dígito, R ( 14) se incrementa en 1 precisamente aquí de modo que actúa co­
mo contador de parámetros y R (2) se define en la rama principal del pro­
grama, de modo que vale 2 ó 3, según el parámetro vaya a ser almacenado 
en 2 ó 3 caracteres de la memoria de datos, es decir, según sea de 3 ó 4 dígi­
tos respectivamente. Así pues R (0) determina la memoria y el registro de 
ella en que se almacenará y el valor de R ( 1) que determina el carácter se 
obtendrá: 

R (1) = R (15) - R (14) - R (2) 

La convers10n BCD-binario se efectúa de la siguiente manera: el regis­
tro menos significativo R ( 13) es equivalente y lo pasamos a R ( 7), a conti­
nuación se coge el siguiente registro R ( 12) y se le va restando 1 a 1 hasta 
que se hace 0, sumando el equivalente binario del 1010 = 10102 = 10¡6 a 
R ( 7) pasan a R ( 16) y los de R ( 6) a R ( 5). Esto se realiza de la línea 174 
a la 185. 

A continuación se le va restando 1 a 1 hasta que se hace O pero suman­
do el equivalente binario del 10010 = 011001102 = 06.04'16 cada vez, lo cual 
se realiza mediante la subrutina de suma entrando con el acumulador igual 
por la línea 238 que corresponde .a la suma al registro 7 y entrando luego 
por la 242 con el sumador igual a 6 ·que corresponde a la suma al registro 
6. Esto corresponde .a las líneas 186-198. 

Análogamente se procede con el registro más significativo R ( 10) te­
niendo en cuenta el equivalente binario de 100010 = 0011 0001 01112 

03.14.0816. El resultado queda en R ( 5) R ( 6) R ( 7). 
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En las líneas 215-218 se procede a identificar mediante R (2) si son 2 ó 
3 los datos a grabar en la memoria y ya en la línea 219 hasta 236 se procede 
a su grabación con la salvedad de que de 222 a 230 se efectúa en caso de 
ser la comprobación de si R { 5) es distinto de cero en cuyo caso hacer R ( 6) 
y R ( 7) iguales .a su máximo valor, es decir 15. La vuelta a la dirección de 
retorno se efectúa en l.a subrutina 237. 

La subrutina S3 comprendida entre las líneas 101-117 (HOJA 6) realiza 
la función de leer de la memoria los datos de un parámetro de una cierta 
secuencia que hayan sido previamente almacenados, en los registros 13, 14 
y 15 almanenando finalmente en R ( 12) el resultado de sumar R ( 14) + 
R (15), al objeto de poder determinar observando R (12) y el carry CY si 
R ( 14.) y R ( 15) son O. Obsérvese que se puede entrar en esta subrutina le­
yendo 3,2 ó 1 sólo caracteres de la RAM según se entre por los puntos 
101,105 ó 109. 

De la línea 89 .a la 101 (HOJ!A 6) nos encontramos una subrutina S4 
que coloca en los registros R ( 13) R ( 14.) y R ( 15) su complementario a 2 
considerados como una sola cifra: Puesto que el sistema MCS-4 para efectuar 
la sustracción al acumulador del contenido de un registro lo que hace es pre­
cisamente completar a unos el contenidod el registro, sumarle el acumula­
dor, y al resultado el complementario del carry, bastará, pues, poner el acu­
mulador y el carry a cero, restar el contenido del registro menos significa­
tivo R (15) y .almacenarlo en R (15), complementar el carry, poner el acu­
mulador a cero, restar R ( 14.) y .almacenar el resultado en R ( 14) y repetir 
lo mismo con R ( 13). 

El envío de datos bit a bit .al registro de desplazamiento 4.003 desde el 
acumulador es bastante engorroso y hay una notable cantidad de pasos que 
deben repetirse. En nuestro caso son 8 los bits que deben salir al 4003, de 
modo que la subrutina SS ·que discurre entre las líneas 73-88 (HOJA 6) con­
tiene todos los pasos que deberemos repetir 8 veces para enviar al 4.003. 

En primer lugar tiene 4 órdenes consecutivas de giro a la derecha de 
modo que si se ejecutan las 4, el bit más significativo queda en el carry, si 
sólo se ejecutan 3 de ellas será el segundo bit más significativo el que quede 
en el carry, de modo que para aislar un bit en el carry bastará entrar en la 
subrutina, de modo que se ejecuten 4., 3, 2 ó 1 giros para aislar el bit de 
más a menos significativo respectivamente. 

A continuación se direcciona la puerta de salida de la RAM 1, donde se 
halla conectado el 4.003 .a los dos bits más significativos, el MSB será el dato 
y el siguiente será el reloj que en el 4003, que es estático, pueden variar si­
multáneamente en el timpo, para enviar seguidamente el dato mediante las 
líneas 85-87. 

Finalmente, la última de las subrutinas S6 contenida en las líneas 66-72 
de la HOJA 6 ejecuta un retraso de 1 ms. mediante los registros R (8) y R (9). 
Teniendo en cuenta que el ciclo de instrucción es de 10.8 us, para obtener 
1000 us. será precisa la ejecución de unos 39 ciclos de instrucción, a estos 
93 quitémosle 2 que se emplean para el envío a subrutina, otros 2 que al­
bergan la instrucción ISZ que formará el lazo de retraso, otros 2 donde se 
definirán los registros que determinarán el punto de salida del lazo y otro 
del retorno nos quedan, pues, 86 ciclos par.a realizar en la propia subrut_ina. 
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Con el lazo organizado de esta forma (líneas 68-71), un lazo con un sólo re­
gistro puesto a cero inicialmente para suministrar el máximo retraso posible 
es capaz de ejecutar 16 vueltas al lazo, es decir, 32 ciclos de instrucción an­
tes de salir, luego tendremos que ejecutar 86/32 = 2.69 ciclos de 32, es de­
cir, 2 ciclos completos de 32 y otro incompleto. Como quiera que al salir al 
lazo exterior se efectúan dos ciclos más y tendrá que salir 3 veces el lazo in­
terior tendrá que realizar un totai 86-2.32 - 6 = ciclos de instrucción, es 
decir, 8 vueltas al lazo interior en la primera vuelta de lazo exterior y 16 
vueltas en las otras 2 vueltas. 

Por lo tanto el registro R ( 8) que es el exterior, deberá valer el comple­
mento a 16 de 3, es decir, 13 y el registro deberá valer el complemento a 16 
de 8 ,es decir, 8. 

Pasemos a continuación a describir la rama principal del programa 
( fig. 10). 

Al pulsar el pulsador CLEAR del teclado de entrada se actúa sobre el 
RESET del sistema MCS-4 poniendo todos sus elementos a cero, incluso el 
contador de programa, con lo cual el microcomputador empieza a ejecutar 
inmediatamente el programa a partir de la dirección 0,0 es por ello que 
en las líneas 0,0 y 0, 1 (HOJA 1) se introduce la instrucción de salto con­
dicional de modo que si el conmutador PRGM--RUN está en la posición RUN, 
es decir TEST = 1 (lógica negativa) esta instrucción forma un lazo del que 
sale hasta que TEST = 0, caso que no pueda darse al pulsar un pulsador 
cualquiera del teclado, dado que el sistema de inhibición de paso de la señal 
de TEST que hemos establecido en el circuito de entrada, solamente saldrá 
cuando el conmutador se pase a la posición PRGM. 

Inmediatamente después de salir de este lazo en las líneas 0, 2 y 3 se 
hace el registro R ( 2) = 3 y R ( 3) = 13. El significado de R ( 2) lo vimos al 
hablar de la subrutina de entrada de datos, R ( 3) formará un lazo de 3 vuel­
tas que servirá para leer los 3 parámetros de 4 dígitos. A continuación pasa 
la subrutina de entrad.a de datos 3 veces consecutivas en virtud del lazo for­
mado por R ( 3) mediante la instrucción ISZ, para volver a efectuar lo mis­
mo con R (2) = 2 en las líneas 0, 12-0, 19 (HOJA 1). 

Llegados a este punto y.a han sido almacenados en la secuencia de da­
tos, todos los relativos a un número entero de secuencias, entonces se incre­
menta R (O) (línea 0.20) que es el que direcciona el registro y la memoria en 
que van .a ser grabados para que los datos de la próxima secuencia queden en 
el registro siguiente de la RAM 4002 que corresponda. A continuación (lí­
neas 0.21-0.23) se le resta a 7 el contenido de R (O) de modo que si el carry 
da cero indicará que se han introducido y.a 8 secuencias y no pueden intro­
ducirse más, y.a que la cantidad de datos introducidos rebasaría la capacidad 
de las memorias de datos. 

De la línea 0,24 a la 0.33 se produce un retraso de unos 3 segundos, 
tiempo durante el cual deberá pasar el conmutador de PRGM .a RUN si no 
se desean introducir más datos, ya que si no, en virtud del contenido de las 
líneas siguientes accedería pasado este tiempo, de nuevo al ciclo de entrada 
de datos. Veamos cómo se realiza esto. En las líneas 0.34-0.35 hay una orden 
de salto condicionado por la señal TEST= 1 a la línea 0.40 que es donde 
comienza la ejecución, con lo cual si el conmutador se retiene en la posición 
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Fig. 10-a.- Rama principal del programa del microcomputador. 
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PRG es decir, la señal TEST=O, pasa a la línea siguiente donde mediante 
una orden de salto condicionado por el último carry obtenido, que es el que 
mencionábamos en el párrafo anterior, vuelve al lazo de entrada de datos si 
el carry sigue siendo 1, en otro caso pasaría a la línea siguiente donde se 
detiene hasta que TEST = 1, es decir, el conmutador se pase a la posicjón 
RUN, momento en que llega a la línea 0.40 donde comienza la ejecución. 

En las líneas 0.40 y 0.41 se almacena el contenido del registro R (O) en 
el carácter de estado O del registro de la memoria en que se hayan grabado 
los datos de la última secuencia, con objeto de poder identificar mediante 
éste si se ha ejecutado Ja última secuencia y se debe volver a ejecutar la pri­
mera de ellas o no. 

En lo que sigue el direccionamiento ·de la memoria de datos lo seguire­
mos efectuando mediante el registro doble 0, para ello, para iniciar la 
ejecución haremos el registro R (0) = O (líneas 0, 42-0,43). 

El registro R ( 11) lo utilizaremos para activar el bioplexer <le modo tal 
y como se ha hecho el conexionado de éste a la puerta de salida deberá ser 
210 = 00102 cuando se desee utilizar el integrador, es decir cuando las seña­
les de salida sean triangulares o 110 = OOOb cuando se deseen obtener seña­
les rectangulares. Inicialmente lo pondremos a 2 (líneas 0.44 - 0.45). 

A continuación (bloque 8 de la fig. lüa), se procede a leer ·de los carac­
teres 9 y 10 de la memoria, el valor de la altura del escalón, razón por lo 
cual se hace el registro R ( 1) parte menos significativa del registro doble 0 
igual a 9 para enviarlo a la subrutina de lectura, de donde vuelve con el 
acumulador igua a 0, razón por la cual al sumarle el contenido <le R ( 12) 
lo que hacemos es sumarle a R ( 12) el carry de modo que si el resultado es 
cero será porque Ja altura de escalón introducida es cero, en cuyo caso hace 
R (11) = 0 para que no se active el biplexer y salte a la línea 1.4.3 donde 
se efectúa un retraso (bloque 10, figura lüb), en otro caso continúa por la 
línea 0.57. 

El bloque de la figura lüb corresponde a las líneas 0.57-0.63, donde se 
utiliza el mismo procedimiento descrito para comprobar si la altura del es­
calón es 0, por lo que no requiere mayor explicación. El bloque de la fi. 
gura 10 se realiza entre las líneas 0.64-0.68. Las líneas 0.69 y 0.70 (HOJA 2) 
colocan al acumulador en la misma situación en que se puso en la línea 0.61 
de donde ha podido saltar a la 0.71 de modo que al llegar a la línea 0.71, 
tanto si viene de la anterior como si lo hace de la línea 0.61 el acumulador 
contendrá AC = R ( 14.) + R ( 5) + CY de modo que si la pendiente es 255 
esto valdrá 15, razón por la cual al complementario, la única forma de que 
valga 0 es que la pendiente sea 255 y es así como en las líneas 0.71-0.73 
(HOJA 2) se efectúa el bloque 13 de la figura lüb. En las líneas 0.74 y 0.75 
por las que no pasará si la pendiente es 255 se hace R ( 11) = l. 

A la hora de realizar el bloque 14 se pensó que la forma más lógica se­
ría dividir la amplitud máxima entre W H el resultado de la operación sería 
la pendiente mínima que puede emplearse y si la pendiente introducida fue­
ra menor asignarle este valor, sin embargo programar en este sistema la 
división aunque sólo sea entre números· de .dos caracteres, se pudo compro­
bar al intentarlo que precisaba de un número de líneas superior al <le una 
hoja completa. Por otra parte, puesto que esta operación se realiza antes de 
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iniciarse la ejecuc1on propiamente dicha de la secuencia no importa que re­
sulte larga, se pensó entonces que sería más lógico multiplicar la pendiente 
por W H de modo que si el valor obtenido supera el de la amplitud el valor 
de la pendiente seria correcto y no en otro caso. 

Programar la multiplicación basándonos en su clásica estructura arit­
mética ocuparía también gran cantidad de líneas, de modo que se adoptó la 
solución de poner los registros R ( 2) y R ( 3) a 0 .así como R ( 5) y R ( 6) e 
incrementando R (2) y R (3), sumando en cada paso a los registros R (5) y 
R (6) el valor de WH lo que equivale a ir multiplicando Wtt sucesivamente 
por 1, 2, 3.. . etc., contenido de los registros R ( 2) y R ( 3), comparando en 
cada caso el resultado obtenido con el valor de la amplitud máxima, de modo 
que cuando R ( 5) y R ( 6) es mayor o igual que la amplitud máxima sale del 
lazo con R (2), R (3) conteniendo el valor de la pendiente máxima. Todo esto 
se ha podido realizar en 21 líneas 0.97-0.117 (HOJA 2) y los bloques 15 y 
15 (fig. lüb) completas, incluidas las condiciones iniciales y ubicación de 
W H en los registros R ( 9), R ( 10) así como la de la .amplitud en R ( 15) se 
desarrolla entre 0.74-133. 

Obsérvese que en las líneas 0.80-0.82 se evita todo este proceso cuando 
el registro más significativo R ( 13) de los que contiene W H es distinto de 0, 
lo cual corresponde al hecho de que en este caso 255 y por tanto la pendien­
te tome su valor mínimo 1, siempre permite alcanzar la amplitud máxima, 
así como es por esta misma razón que sólo se efectúa este cálculo cuando 
R (13)=0 y con R (14), R (15) llevados a R (9), R (10). 

De la línea 0.118 a la 0.128 se efectúa la comparación entre la pendien­
te introducida y la calculada en R (2), R (3) por sustracción normal observan­
do su signo mediante el carry, y de la 0.129 a la 0.137 (HOJA 3) se efectúa 
la grabación de R (2), R (3) en la posición de la memoria correspondiente a 
la pendiente de la secuencia en curso, cuando lo que se haya introducido sea 
insuficiente. 

Puesto qu~ el lazo es de 17 líneas y puede ser efectuado un máximo de 
256 veces, teniendo en cuenta que el tiempo máximo de ejecución de una 
línea son 10.8 us el máximo es del orden de los 47 ros. salvo en el caso de 
que se de a W H el valor 0 y la pendiente no sea 255 en cuyo caso jamás 
saldría del lazo de corrección antes citado. 

El bloque 16 ( fig. lüb) se desarrolla entre las líneas 0.138-0.165 ( HO­
JA 3). En las primeras direcciona la memoria y el registro de ésta en que 
se halla la pendiente que corresponde a la secuencia en curso para leer a 
continuación su valor en los registros R ( 14) y R ( 15) mediante la subrutina 
de lecturas y enviarlos al 4003 entre las líneas 0.145-0.156 mediante la subru-
tina correspondiente. El ~etraso que introduce es del orden de 1.5 ros. · 

De la línea 0.166 a la 0.175 el valor de la duración es almacenado en 
los registros R ( 2), R ( 3) y R ( 4.) y a partir de este momento comienza la 
ejecución propiamente dicha del lazo de duración en cuyo interior tendremos 
el lazo de modulación y a su vez dentro de éste los lazos de W H y W L . 

El punto de retorno del lazo de duración en Ja línea 0.176 y el del lazo 
de modulación el 0.180. 

La amplitud instantánea la almacenaremos en los registros R ( 5), R ( 6), 
puesto que con ellos puede utilizarse la subrutina de suma contenida al final 
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de la página 1 (HOJA 8) y es por ello que cada vez que se inicia un ciclo de 
modulación es preciso ponerlos a 0 (líneas 0.176-179). 

El bloque 19 (fig. lOc) se desarrolla entre las líneas 0.180-0.189 (HO­
JA 3) y en las dos siguientes se sale del lazo si el valor obtenido supera la 
capacidad de los registros empleados. 

Entre las líneas 0.192-0.203 (HOJA 4.) se lee en R ( 14), R ( 15) el valor 
de la amplitud máxima comparado con el valor obtenido en R ( 5), R ( 6) por 
sustracción normal y saliendo del lazo de modulación si R ( 5) R ( 6) R ( 14.) 
R (15). 

A partir de la línea 0.24. y hasta la 0.212 el valor de la amplitud instan­
tánea es escrito en las puertas de salida O y 1 de las ROM, donde está si­
tuado el convertidor D/ A que actuará como limitador, y .a partir de este mo­
mento empiezan los lazos de W H y W L con la lectura de W L en R (13) 
R ( 14) R ( 15) que están complementados mediante la subrutina de comple­
mentación (línea 1.89 - HOJA 6) para la ejecución del lazo de retraso que 
nos coloca en la línea 0.219. 

Haciendo balance del total de pasos recorridos entre activación y desac­
tivación del biplexer obtenemos 125, lo que supone un retraso mínimo entre 
pulsos de 1.35 ms. que correspondería al caso en que W L = O. 

El lazo de retraso relativo a W L que se desarrolla entre las líneas 0.213 
- 0.229 .así como el de retraso de W H ( 0.235 - 0.250) carecen de particu­
laridades dignas de mención. 

Las líneas comprendidas entre uno y otro lazo ( 0.230 - 0.234.) se utili­
zan para activar el biplexer cargando el contenido del registro R ( 11) en la 
puerta de salida a que el biplexer se haya conectado, así como las líneas 
1.4-1.8 (HOJA 5) se utilizan para desactivarlo cargando un O inmediata­
mente ·de las cuales viene la orden de retorno para iniciar un nuevo ciclo, 
del que saldrá bien en las líneas 0.190-0.191 (HOJA 3) o bien en 0.202-0.203 
(HOJA 4) para pasar a los bloques 26 y 27 que se desarrollan entre las líneas 
1.11-1.27 y 1.28-1.41 respectivamente donde se cerrarán los lazos de duración 
y de secuencias respectivamente. 

MEDIDAS Y COMPROBACIONES SOBRE EL SISTEMA 

Antes de iniciar este capítulo vamos a señalar que la finalidad del pre­
sente trabajo gira en torno al microcomputador propiamente dicho y es por 
ello que nos hemos detenido particularmente en todos los pasos relativos a él. 

Al margen de estas consideraciones y centrándonos en el sistema desa­
rrollado nos hemos detenido en comprobar la correcta concepción del pro­
grama del microcomputador, mientras que por. otra parte hemos omitido el 
calibrador y ajuste ·de los elementos controlados por éste, puesto que no es 
imprescindible para comprobar su funcionamiento. 

Las comprobaciones efectuadas han arrojado como veremos a continua­
ción, resultados totalmente satisfactorios avalando así la eficacia del ensam­
blador utilizado. 
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MEDIDAS EN EL DOMINIO DEL TIEMPO 

En la figura 19 pueden verse Jos retrasos de tiempo obtenidos debido a 
los pasos de programa realizados entre las órdenes que controlan la unidad 
de s<llida. 

La fig. 19-a corresponde a la siguiente entrada: 

0000 0000 9999 100 100 999 

D M A s 

representa la salida del sistema sobre 1 K y puesto que la escala horizontal 
son 0.5 ms/ div. de ella se puede reducir que la anchura mínima de pul­
so ( W H =O). Se comprobó que Ja duración total <le esta secuencia es de unos 
12 seg. La mínima secuencia se probó con otros valores de la duración in­
troducido, lo que induce a pensar que Ja subrutina de conversión BCD­
Binario natural funciona correctamente. La figura corresponde a la siguiente 
entrada: 

0001 0000 0001 100 100 100 

D M A s 

Como en todas las que se representa Ja salida, se ha efectuado con una 
carga de 1 K 

La escala horizontal corresponde a 10 ms/div. y por lo tanto el retraso 
entre la secuencia anterior, sea del tipo que fuera y una que contiene órde­
nes de control <le pendiente es del orden de los 48 ms. mientras que puede 
verse cómo el tiempo que transcurre entre 2 impulsos de la misma secuencia 
es del orden de los 2.5 ms. que habíamos observado en el oscilograma de la 
figura. 

En la figura 19 c pueden verse las líneas de control del 4.003 (Shift Re­
gister) en el momento en que le llegan los datos relativos a la pendiente. La 
línea es el reloj y la siguiente los datos relativos a la pendiente, la línea in­
ferior corresponde a uno de los terminales <le la salida. 

Los datos de entrada fueron en este caso: 

0001 0000 0000 120 120 120 

D M A s 

Obsérvese que el número de ciclos que ejecuta es igual al número intro­
ducido + 1, con objeto de evitar la posibilidad de que no se ejecute ninguno. 

La escala horizontal estaba situada en 0.5 ms/ div. de donde se deduce 
que el tiempo empleado para enviar los datos relativos a la pendiente al 
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Fig. 19-a 

Fig. 19-b 

Fig. 19-c 
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4003 es del orden de 1.5 ms. y el retraso desde que sale el último dato al 
4003 que se inicia le ajecución es del orden de 1.8 ms. Este tiempo es próxi­
mo a los 2.5 ms. de retraso entre ciclos, veamos por qué: tanto si contiene 
órdenes de control de pendiente en los datos como si no, el programa dis­
curre por una serie de líneas que comienza la interpretación de una secuen­
cia cuya duración es de unos 0.2 ms. en el programa propiamente dicho + 2 
envíos a una subrutina de unos 0.13 ms. lo que hacen unos 0.45 ms. Al llegar 
a este punto si se ha especificado un valor de pendiente (S) menor de 255 
pasa a comprobar si el valor dado es suficente para alcanzar la amplitud 
máxima en el tiempo W H y si no incrementa hasta que lo sea para enviarla 
después al 4.003. Si el valor de la pendiente fuera 255, saltaría hasta este 
punto para seguir el mismo camino sea cual fuere el valor de la pendiente. 

A partir de este momento realiza la puesta de condiciones iniciales, cal­
cula la amplitud instantánea y finalmente envía este valor a las puertas de 
salida, todo lo cual lleva 53 líneas + 7 envíos a subrutina lo que hacen unos 
0.53 + 0.91 = 1.44 ms. más luego el tiempo que emplea en sacar de la me­
moria el valor ·de W 8 complementario y activar el biplexer que son unos 
0.35 ms. viene a dar los 1.8 ms. entre la salida al 4003 y la .aparición de la 
señal. Si a esto sumamos el valor anterior y el tiempo que sigue a la desacti­
vación del biplexer hasta el retorno al comienzo del ciclo obtendremos los 
2.5 ms. que habíamos medido. 

Téngase presente que estos tiempos no son exactamente iguales para to­
dos los tiempos de secuencia, pues según sean los datos introducidos algún 
salto condicional puede reducir ligeramente estos valores que son sus valo­
res máximos. 

DATOS EN LAS PUERTAS DE SALIDA 

Vamos a comprobar el correcto funcionamiento de las puertas de sali­
da asociadas a la memoria de programa. Estas son dos puertas que contro­
lan la amplitud instantánea mediante el convertidor D/ A cuya salida se uti­
liza como referencia del limitador. 

El acceso de estas puertas está controlado por la C. P. U. ( 4.004) a tra­
vés de uno de los chips de interfase del 4009. 

Este dispositivo controlado por la C. P. U. envía los datos al bus I / 0 y 
una vez realizado esto envía a través de la línea OUT un pulso negativo de 
unos 4.00 us. de duración compatible con circuitos TTL, con este y con el 
bit Co del 4008 cuya finalidad es identificar tanto el número de memoria 
de programa cuando va a leer una instrucción con el número de puerta de 
salida cuando envía datos a éstas, activaremos la entrada de los biestables D 
de 9308 que retendrán esta información hasta que el 4009 envíe otro pulso de 
control indicando la presencia de un nuevo envío de datos a la salida. 

En la figura 20 puede comprobarse el correcto funcionamiento de esta 
parte del sistema. Se ha empleado un analizador de estados lógicos de 12 bits, 
utilizando como reloj la señal OUT- del 4009 y disparándolo por el flanco de 
subida, momento en que los datos ya han sido almacenados por el registro. 
Los 4 bits más significativos (izquierda) representan el contenido del bus I/O 
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0000 0000 1010 
0100 0000 o 100 
0001 ÓOOI OIOO 
1110 0001 1110 

0001 0001 1110 
1000 0001 1000 
0010 0010 1000 
0010 0010 0010 

0011 00 11 001 o 
1100 00 11 1100 
00 11 0011 1100 
0110 0011 0110 

0100 0100 o 110 
0000 0100 0000 
0101 0101 0000 
1010 0101 1010 

0001 0000 0001 
0000 0000 0001 
0010 0000 0010 
0000 0000 0010 

0011 0000 0011 
0000 0000 0011 
0100 0000 0100 
0000 QOOO 0100 

0101 0000 0101 
0000 0000 0101 
0110 0000 0110 
0000 0000 o 110 

0111 0000 0111 
0000 0000 o 111 
0001 0000 0001 
0000 0000 0001 
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0000 0000 1111 
1 11 o 0000 111 o 
ººº 1 ººº 1 ¡ 11 o 1101 0001 101 

0010 0010 1101 
1100 00 1 o 1 100 
001 1 0011 1100 
1011 0011 1011 

0100 0100 1011 
11 11 o 100 11 11 
0000 0000 1111 
1110 0000 1110 

0001 0001 1110 
1101 0001 1101 
0010 0010 1101 
1100 0010 1100 

0011 0110 0011 
00 1 o 00 1 o o o 11 
0110 0010 0110 
0100 0100 0110 

1001 OIOO 1001 
0110 0110 1001 
0011 0110 0011 
0010 0010 0011 

0110 0010 0110 
0100 OIOO 0110 
1001 0100 1001 
0110 0110 1001 

0011 0110 0011 
0010 0010 0011 
0110 0010 0110 
0100 0100 0110 

Fig. 20-a 

Fig. 20-b 

Fig. 20-c 
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del 4009, los cuatro centrales el contenido del registro más significativo y 
los 4 menos significativos (derecha) el contenido de registro menos signifi­
cativo. Los oscilogramas 20 b y 20 c se han obtenido impresionando la mis­
ma placa con 2 secuencias diferentes convenientemente situadas en la pantalla 
antes de abrir el objetivo. 

La figura 20 a corresponde .a una .amplitud máxima de 120 .alcanzada en 
6 escalones de 20. La primera línea contiene el 20 ( 16 + 4) y en el bus 1/0 
puede verse el mismo dato que contiene el registro más significativo que 
acaba de ser activado por la señal OUT. 

El siguiente dato .a enviar sería el 40 ( 32 + 8). Par.a ello envía primero 
el 8 .al registro menos significativo, lo que corresponde a la segunda línea 
mientras el más significativo permanece con el valor anterior. En la tercera 
línea del oscilograma puede verse el envío del resto .al registro más significa­
tivo, mientras el menos significativo permanece en el valor anterior de mo­
do que puesto que la señal del 9308, el contenido de las 2 puertas de salida 
en ese instante es el que aparece en aquellas líneas en que el contenido del 
bus 1/0 (izquierda) es igual al del registro más significativo (centro) último 
en recibir datos en el caso del oscilograma las líneas impares. 

Puede observarse cómo el contenido de la línea 13 es decir 12 ciclos de 
transmisión de datos más tarde, es exactamente igual al de la línea l, como 
corresponde a la secuencia introducida .a la que se dio la duración máxima 
para favorecer la observación de estos datos. 

Análogamente puede comprobarse que el oscilograma corresponde a una 
amplitud máxima de 80 en 8 escalones de 10 (mitad izquierda) y una ampli­
tud máxima de 75 en 5 escalones de 15 mientras que la figura 20 c corres­
ponde a 7 escalones de 1 (mitad izquierda) y 3 escalones de 35 (mitad de­
recha). 

En la figura 21 puede verse algunas de las posibilidades del sistema ( sa­
lida sobre 1 K) en la última se representa .además la señal de control del 
biplexer. 

La comprobación del correcto funcionamiento de la puerta de salida 
asociada a la RAM 4.002-1/ 0 (Poa-10 V) es inmediata desde el momento en 
que el envío de datos al registro de desplazamiento 4003 es correcto y las se­
ñales de activación y desactivación del biplexer formado por el CD 016 es 
igualmente correcto. 

Para comprobar la puerta de salida asociada a la RAM 4002-1/ 1 (po a 
5 V) se han conectado unos LED'S light Emiter Diode) a través de unos tran­
sistores de ataque de modo que considerando apagado = O, encendido = 1 
indican el número de dígito (en binario) que corresponde introducir cuando 
está en programación (PRGM), siendo su funcionamiento totalmente satis­
factorio. 
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Fig. 21 
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Tabla 1-b 
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26 ~IUtl 0 100 0 4 0 .64 fOO 
27 176 101 1 o 11 o 176 260 
28 SF.:C (1 10 1 2 1 3~: 41 
29 me o 110 (1 6 o 9B 140 . 

.< ~:0 F:D O 111 [1 1100 14 12 236 :354 
1 31 CLC 1111 1 15 1 ;Ni 361 
1 32 · ~:UB 0 1001 o ·9 0 144 220 
1 33 ~iCM AC#0 · 1 1 WO 1 12 28 34 
1 84 :;:·3 10 111 2 7 39 47 
1 ~:5 JCH TS=O 1 1 1 1 .1 7 2l. 
1 '36 35 1ü 11 ,, ... 3 ':35 43 
1 ·37 JUH 0 10[f 0 4 o 64 H10 
1 ::::::: 42 10 10H.l 2 10 42 52 
1 3 ·~ .JCM T:3=0 1 . 1 ·1 l. "17 21 
1 40 ::::9 rn 111 .,. ... 7 39 47 
1 41 ,IUH ·0 100 0 4 0 64 100 
.~ 4·-· 44 10 1.rn0 2· 12 .44 54 c.. 
1 4·:· lDM 9 1101 110 1~:: 6 214 326 -· 1 44 ~~CH 1 1011 .1 11 1 1.77 261 
1 45 ~I M S 1 101 1 5 1 81 12.1 
1 •46 101 110 10 ! 6 "° ¡.01 145 '-' 
1 47 ~IMS 1(11 1 5 1 81 121, 
1 48 89 101 1001 5 9 89 131 
1 4'3 FIM 10 10 2 2 34 42 
1 50 6 0". U0 13 6 6 6 
1 51 ~IM S 101 1 5 1 ·e1 121 
1 52 64 100 0 4 0 ·64 100 
1. Cº':) ISZ 3 1"11 u. 7 3 !í5 163 ~·.,, 

1 .Q4 51 11 11 8. 3 51 63 
1 "" rnz 15 111 1111 7 15 127 1n ..... .... 
1 i:::' ~- . 49 11 .1 '"' . 1 .49 61 "'b " 1 57 I:3Z 14 111 1110 7 14 f26' 176 
1 5t: 4':l 11 1 8 1 49 61 
1 59 It:L 13 .111·1101 7 13 125 175 
1 ·60 4'3 · 11 1 3 1. 4~ 61 
1 61 JUH 100 1 4 1 65 101 
1 62 28 l. 1100 1 !2 2a 34 
1 i5:3 HOP ~3 o 0 0 .1J 0 

Tabla 1-e 
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HO.Jfl 6 
L!HEfl 

HO. MHEMC1t+IC OPF.:, OPA. HCD. DEqMAL. OCTAL 

64 FIM 4 10 10(1Ü. .2 ::: 40 .50. 
65 2 15 11ü1 11 i 1 ~; i 215 3.27 ·-· 
b6 I ~;z 9 11'1 1001 7 9 ·121 171 
f.? 66 ·1ü0 10: 4 2 66 Hl2 
6:0: I'"" ·-' '- ::: 11 1 1t100 7 ::: 120 170 
69 66 100 -10 4 2 . 66 .1[12 
.?0 8Bl. 0 1100 0 Í'." (1, ·19'2 300 
71 F.:A F.: .1111 1 rn 15 6 246 :366 
72 F.:A F~ 1111 1 lü 15" 6 2 4 6 :366 
73 RAR 1111 110 15 6 '246 %.6 
74 l~AF~ 1 lt) 110 15 6 246 :366 
75 Fil·I 1. 10 10 . ~:: . 2 ~: 4 4:2. 
76 '6 4 10[1 0 4 H 64 ·10~3 
?7 :::RC 1 10 11 2 :~: ::::5 43 
7:3 LDM. 4 f101 10(1 .i::: 4 -2.t2 324 
79 Y.CH 1 1011 1 !'! 1·fu~ 261 
E:O LDM [f 1101 0 ¡::; 0 ~:20 
81 L.JMP 1110 1 14 1 225 '.341 
:32 HOF· 0 (1 0 0 ¡y 0 
t::::: RAf.~ · 111 1 i i(> 15 .. 6 2.46 ~:t: G. 
84 ADD 10 100(1 1010 8 1ü 1~8 212 
85 L·lMP 111 0 1 14 i 225 :341 
86 LDM (j i 101' ü t"~· ·-· 0 20:3 :320. 
:37 L·H·iP 1110 1 -14 l 22·5 :;:41 
:=: :::; BE:L. 0 11(11] 0 12 [1 192 :3(1iJ 
:.::9 CUJ (¡ 11 ;)' 15 0. 240 36~) 

1 90 SUB ·15 1001 1.111 si 15 ·159 2:37. 
1 91 :''.CH 15 1011 1111 :11 15 191 277 
r 92 CMC 1111 1'1 15 ::::: 243 ~:63 
l. '3:":: LDM (1 1101 ü 1 ·o (1 20::: :32~) '" 1 94 SUB 14 1001 11 rn 9 · 14 'l5.8 '2:36 
1 95 >~CH 14 1011 1110 11 . 14 1'30 l:?6 
1 % CMC 111i t'1 15 3 24~ 36·3· 
1 97 LDM ü 1101 o l3 ü -208 , :J2~3 
1 98 SUB p 1-.001 1101 r. 13 .157 235 .·J , 
1 ··~9 >'.C:H p lül 1 1101 11 1 ;3 1 :::·;1 275 ,. 
1 ·i0ü E:E:L 0 1100 0 12 ·[1 192 30ü 
i ·i01 SRC ü 1(1 i· 2 .. 1 3:3 41 
1 10.2 RDt:1 111 i] .1001 14 ·~ 2:j~3 351 
1 103 XC H 13 lüll ·11131 11. F · ·-· 1.89 •")?t:' ......... 
1 104 me 1 110 1 6 l. 97 1.41 
i 105 SF.:C. o 1 o 1 2 ¡. a3 41. 
1 106 RDM 1110 1001 14 .·;i: 23·3 ::::5.1. 
1 1(17 )':CH 14. Hit¡. !lib l 1 14 19ü. 276 
1 ·108 '!HC· 1 110 1 6 1 9.7 1'41 
1 1"ü9 SFo:· 0 10 1 2· 1 ~33 41 
1 1 j[1 .RDM .1110 1001 14 9 2:33 :.::51 
1 11.1 )<'.CH 1-5 1011. 1111 11' 15 191 2°?"~ 
1 112 LDP i·c· rn10 1111 10 15 175 ·25'? ,. 
1 113 CLC 1'111 .1 1.5 1 241 .36 1 
1 114 ADD 14 1000 11 !ü 8 14 142 216 
1 í.15 tlCIP ü ü .0 0 0 o 
1. 116' :,·~(H 1'2. 1011 1100 11 ¡;~ 1B8º 274 
1 H7 BE: l. {I 1100 o 1 ·o ~) 192 300· '-
1 118 SF~ e:· 3 10' 1t 1 2 7. 39 .'17 
1 11 '3 LDR 4 lütü 10·0 1.0.. 4 .1 64 244 
.1 12(1 W·1P 11).0 1 i4 1 225: 841 
1 .r21 rnz é- ·111 101 7 ~ 117 165 ·-· ;~l 

1 1:;· ·::i 121 ·1 u. 1 [10 1 7 9• 121 17 1. 
1 ·!23 i~:z ::: 111 1[10ü 7 8 120 170 
1 124 121 111 1p01 7 9 121 1.7..1 
1 125 HOP o 0 0 (1 (l 0 
1. 126 HOP ¡:j (1. 0 º· 0 0 
T i:27 HOP (j o 0 o· ü ·o 

Tabla 1-f 
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L:rnEÁ 
HO,Ji'I (' 

tlO. MHEMOllIG- OPR, OPFJ. HCD. DECIMAL Oül'AL 

12::: tfoF' 0 0 ó 0 0 0 
129 r:::z 15 111 11 i l. 7 15 127 17'? 
130 1:33 U'100 101 g ·5 13:;:: ::.~05 
131 LDM 4 1-101 100 p ._, 4 ::::12: 324 
1 ::::::: ~,:CH 4 Hi 11 100 11 4 18[1 264 

1 1:33 CLC i 111 1 15 1 24i 361 
i · 1"34 LDR 1 ~3 HJ1ü 1111 10 1 "" ,, 175 .-.e - · 

i:. ........ 

l 1·-·" ·.:•.J SF:C 4 10 10(11 :2 '9. 41 51 
1. 186 L·H'1F' 1110 1 14 . 

.L 225 :341 
1 137 SF:C 3 f0 111 2 7·' :::: 9 4í) 

1 r,,-, . ..)() LDM 8 110 1 100(1 1·3 .~ .;, :2!E: 330 
1:39 ADD 4 1 [1(1') . 10[1 3 4 13::~ 2 0.4 
140 L·lMP 1Uü .1 14 l. 22~i :N i 
141 , ICH H~=O 1 :1, 1 1 1-:' 21 
1.:1.''.' 1.41 1000 1101 8 1 ·:- 141 2 15 ._, 
143 BB L · 0 11-13.0 ~3 12 0 ·192 300 
144 tWP [) 0 0 0 [1 0 

1, 145 .Jt·rn 101 1 5 1 81 ' 121 
l 146 11 :::" 11 1 110 ~:· 6 118 166 
1 147 F.:DF.: 11Hl 10 10 14 10 234 :352 
1 148 >;CH 10 1011 101€1 J1 l.0 186 272 
1·1 49 .JMS 1 101 1 " .J 1 :31 12!. 
1 i 50 11 8 111 110 :z 6 11 ~: 166 

i51 F.: D F~ 111(1 1010 14 10 ·2.34 ;::52 
l.52 :>;:cH· l1 Hlll 1011 11 11 187 ~:73 
~ e:'.-, 
J.._ • . ,:i .Jt·1S 1 101 i !:i i ·81 121 

i 154 1.18 -111 110 '? 6 .11 8 166 
1 155 PDR 1110 rnrn 14 10 23~· 352 
1 :!:56 :":CH 12: HH 1 1 HJ0 1l 1--' " .188 2 74 
1 157 .JMS 1 1(1 J. l. 5 1 :31 121. 
1 1-'58 11.8 111 111:1 ,.1 6 118 166 
1 159 F:DR 11 10 iü 10 14 10 234 352 
1 160 :>~CH p 1.011 1 H31 l. 1 1 .. º Hf9 275 ·~·. 

,, 
1 161 CLB 111! 0 15 0 24(1 360 
J. 162 ADD 4 1000 1.00 8 4 132 204 
l 16:3 \.Hff' 1110 1 14 ' .1. 22~; 8 41 
r 164 LDR 1.5 1010 11 1 1 10 1·5 1'" o· ( .. ) 257 
l 16$ IHC 14 110 11 10 6 14 11 0 156 
1 166 sus· 14 1001 1110 '3 14 ·1 5:::: 236 

167 CLC 1111 i 15 ~ 241 3 61 
16:3 SUB 2 Ht01 10 9 2 146 ~.?22 
169 :":CH 1 1011 l ·11 'J. '17''? 26t 

1 170 LDM (1 11fü ·0 r~· " 0 2 0 8 32f:I 
1 17 1 ;>;CH e: 

·-' 1011 10 1 11 5 181 26S 
.1 172 r-~ M .·, 10 110 2 6 3::: 45· , . 

! ?:::: (1 0 0 0 (! 0 0 
1 ?it LDR 1 ·~ ,,. 1010 1 it11 10 1 ·-· "' 17:;: 25:; 
·l 75 .:":C H 7 1011 111 11 ? 183 267 
176 LDF: 12 101ü 1100 10 1 ·~ 1 ' r' .254 <. 1 "-

177 DA C 1111 1000 15 8 24:;: 3(0 
178 ;>; (:H 12 1 t11 ! 1100 11 12 188 274 
179 .JC t·l CY :.: (I 1 {010 1 10 26 32 
rno 1:::6 1011 10113 11 10. 186 272 
181-- LDM 10 1101 1010 !J 10 2 18 832 
1B2 .JM S 1 1 C1l 1 e: 1 8 1 121 _, 
1 ::: ::: .2::::::: ·1110 1:11 (1 J.4 14 238 356 
184 :_1u t1 J.00 . 1 4 1 65. 101 

.1B5 176 rn1 1 o 11 ~::i l.76 ;260 
186 LD R 1 ¡- 1010 1011 ÚJ u 171 ~~53 
18'? ·DAC 11 11 1000 i5 :J 248 870 

1:.1. 8~: >~CH i 1 lf) 11 rn1 i 1 i 11 1:37 273 
1 18'3 ,JC tl C'f' :O 1 · 101[1 1 10 26 =::2 
1 ·. 190 199 -1100 11 í 12 ';' 1:99 30? 
.1 -191 ~uit·1 4 110·1 .)üfJ LO' "4 212 324 

Tabla l·g 
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HO.IA 8 
LIHEA· 

tlO.- M~EMOHI C o·PF:. OPA.! ·HCD! TJEC IMAl. . OCTAL 

l92 JMS 10 1 1 e· 
·J 1 8 1 i2 1 

.1 9:3 2::::::: 1110 1'110 14 14 23:3 :;:56 
194 L.DM 6 1101 11[1 1 ·~ F 214 326 _. -· 195 ,IMS i HH 1 5 1 81 121 

1 196 242 111 1. 1[1 15 2 242 .362 
1 19·7 .JU ti 100 1 4 1 .65 ifü 
1 .19S ·rn6 101 1 1[11[1 11. 10 186 272 
1 .i •39· 1.:nr.:: 1ü 1010 1 [11 (1 !'0 1(1 J.70 252 
1 2(10 DAC .. 1111 lü(i°0 15 ::: 248 ::::70 
1 201 ;":GH 10 101 1 rn10 i 1 rn 1:::6 27~: 
1 2Ú2 .JCH . .C\' ::: [1 1 UJJ(1 1 10 ·2G :;:2: 
1. 2(13 215 1101 111 ·13 7 '215 ::::27 
1 204 LDt'I 8 110i 1[1(10 13 c . 21 6 33C1 ·:• 
1 205 JMS 1 101 1 5 1 81 121 
1 2ü6 23:3 1110 11'10 14 '14 2:3:3 356 
1 20? LDM 14 11"31 1110 13 14 222 :'.'::36 
1 2(18 .JMS 1 101 · < 5 l 81 121 
1 2(19 :e:42 1.111 10 15 2 

0

242 :362 
1 21C1 .LD t1 ~: 1'101 1 l 13 ~{ 211 ::::23 
1 211 .Jt·rn 101 i· 5 1 81 i21 
1 ·212 <:46 11 11 1'10 15 6 24€ :366 
1 2.i :!: ,IUtl 1(10 1 .4 1 6 5 1 (1! 
1 21 4 199 110(1 11°1 p 7 199 :J(17 
1 21 5 L·DR 2· 1010 1ü H1 2 162 242 
1 216 ¡;:AR 1111 110 15 6 24.6 366 
1 217 JCtl c:~r'=0 1 1010 1 10 26 :32 
1 218 225 Jl 1(1 1 14 1 225 3~1 
1. 219 t:f! C 121 1(1 1 2 1 :;:8 4·1 
1 220 l.DR 5 101~'.1 101 1.ü o• 165 245 -· 1 221 t.JF.:M 11 10 o 14 o 224 340· 
l 222 LDM 0 1101 0 p -· 0 208 320 
1 223 KCH 5 1 (111 .iOl 11 "' •J 181 :265 
1 224 me 1 110 1 6 1 9,7 14'1 
1 225 SRC 0 10 l. 2 1 ,.,~. º41" .;)·~ 

1 226 LDR "' 1010 101 10 ,, 165 245 -·. •J 

1 227 Jcrl ·AC=0 1 100 r 4 2(1 24 
1 228 2:31 11.10 111 1'4 7 (::;';:, 1 :347 
1 229 FIM ·: · 1ü 1'1 (1 2 s ::::;3 46. '·' 
' 230 255 1111 1111 1"" 15· 255 :377 i· ,. 
1 231 LDR 6 1010: ·110 10 6 166 246 

232 M.RM 11 113 0 14 0 224 '340 
23~: INC f 110 1 6 1 97 141 
234 SRC 0 rn 1 .2 1 33 41 
235 LDF~ 7 1010 111 10 7. '167. ;247' 
2~:6 ~·l F~ t·I. 111.0 0 14 0" 22·4 :::40" 
2:37 .BBL. o 1HH) ·o 12º o 192: ·:::0f) 
2::::B ClC 1111 i 15 1 Nl 361 

1· 2:39 ADD "7 .!fü)0 111 C• 7 135 207 .., 
1 240 ~ú: H ·7- {011 í11 11 i' 1sq 261 
1 241 TCC 11.11 1fl 15 i' 247 867 
1 242 CLC 1111 1 15 ·1 241 361 
1 24:3 ADD 6 10f10 110 8 6 134 206 
1 244 ;~CH 6 1011 Hi?J 1l Q 182 266 
·1 245 TCC 1111 111 15 7 2:17 36''? 
1 246 cu:: 11'11 1 15 1 24 1 361 
i 2°47 .ADD 5 1000 H11 8 5 133 205 
1 24~: )(Cl1 5 1,01 1 101 .i 1 5 1'8 1 265 
1 24'3 JCH C'r:=ü 1 1 Cf![I ! . rn 26 ·3_2 
1 250 255 11ü· 1111 15 15 ·255 ~:.:77-
1 25i Flt1 :;; 1(1 110 2 6 ~: 8 46 
1 252 2t:i5 111 1 1111 15· 1"" -· ·255. :~:77 
1 .-,C' .-, LDM 15 ·11131 1111 1 <• 15 223 33"? ~..J·.:< -· 1 254 :~ CH 5· 1011 1(11 11 5 1a1 26"5 

255 ºBBL 0 1100 o .¡;:¿ o 192. 3 (11) 

Tabla I~h 
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CONSIDERACIONES FINALES 

Vamos a tratar de ver brevemente el campo de aplicación de este dis­
positivo. 

El margen de amplitudes tal y como se ha previsto se adapta a las con­
diciones de la estimulación nerviosa propiamente dicha, salvo casos excepcio­
nales como pudieran ser la defibrilación ventricular en que se estimula con 
valores de tensión y formas de onda relativamente irregulares (no rectangu­
lares ni triangulares) o el marcapasos cardíaco extracorpóreo que utiliza va­
lores de intensidad de 100 a 200 mA. (lo que limita su tiempo de aplica­
ción, etc. 

En cualquiera de los casos, si tenemos en cuenta que un potencial de 
estimulación del orden de 0.1 V por célula es suficiente par.a producir depo­
larización, se comprenderá la influencia de 1a forma y características de los 
electrodos. 

El margen de tiempos es muy amplio como corresponde a las posibili­
dades de un sistema digital de cierta complejidad y altamente estable debido 
a que el generador de las dos fases de reloj de micropotenciador está estabi­
lizado por un cristal de cuarzo que impide variaciones de frecuencia más allá 
del 0.0002 por mil. 

Parámetros como umbral de excitabilidad, tiempo útil, reobase, crona­
xia, etc., que dan una idea de la respuesta a la · estimulación en el tiempo de 
una determinada fibra pueden obtenerse de la respuesta a una estimulación 
efectuada por 1 sólo pulso procedente de este sistema. 

Mediante trenes de dos pulsos suficientemente separados, la medida del 
período refractario se simplifica notablemente. 

Si lo que se desea es simplemente la estimulación de un nervio, la ge­
neración de cualquier combinación de trenes regulares de impulsos, controlan­
do la separación entre ellos, es posible siempre que no exceda la capacidad 
de memoria del sistema, en cuyo caso podría ser ampliada con sólo unas pe­
queñas modificaciones en el programa. 

El uso de pendiente puele resultar útil, a la hora de determinar la capaci­
dad de adaptación a una estimulación. 

Hay algunas .aplicaciones muy útiles que nuestro tema central, sin em­
bargo y puesto que las puertas de salida son de 4 bits no sería muy difícil 
reorganizar el programa para conseguir 4 canales de estimulación simultá­
neos. Lo que sí resultaría imposible es sincronizar la estimulación con alguna 
señal exterior. 

Finalmente, y ello resultaría muy interesante, tampoco hemos previsto 
la posibilidad de que el sistema tome medidas a través de algún terminal y 
controle la estimulación en el sentido de ajustar esas medidas a un determi­
nado patrón, ello implicaría un sistema de mucha mayor complejidad y po­
sible objeto de un nuevo trabajo en este área. 
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ENSAMBLADOR-GRABADOR PARA EL SISTEMA MCS-4 
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Mo1sÉs GuTIÉRREZ 





INTRODUCCIÓN 

Los microprocesadores actualmente reducen el tiempo de construcción 
de un sistema de cálculo o un sistema de control digital, si bien es cierto que 
multiplican el tiempo de diseño de programas. No es extraño ver proyectos 
realizados en torno a un microprocesador de 30 dólares y que han necesitado 
inversiones de hasta 70.000 dólares en software. 

Actualmente el sofware puede considerarse como una disciplina primiti­
va en comparación con el resto de los campos de la ingeniería de computado­
res, y se halla por tanto en pleno desarrollo. 

Dado que el costo de los sistemas desarrollados con microprocesadores 
son siempre inferiores a los costos de diseño del programa, corrección de 
errores y comprobación así como ei tiempo que es preciso emplear en cada 
faceta del diseño, es evidente que el procedimiento de diseño depende exclusi­
mente de la elección de la técnica de programación y de comprobación de 
errores. 

Aparte de la posibilidad de escribir los programas en lenguaje máquina, 
los distintos tipos de microprocesadores, pueden desarrollarse con una am­
plia variedad de programa de ayuda al diseño, algunos de los cuales deta­
llaremos brevemente. 

Los ensambladores son programas destinados a utilizar un lengu,aje sim­
bólico de modo que a cada instrucción máquina corresponde una del 
lenguaje simbólico. Este tipo de programas permite al usuario utilizar 
nombres simbólicos, más fáciles de recordar sobre todo cuando se lleva 
algún tiempo manejándolos, no sólo para cada uno de los códigos de 
operación del procesador sino también para las direcciones de datos y 
de ramificación o de salto, así como permite incluir comentarios y refe­
rencias en el listado del programa. 

Estos programas pueden estar pensados bien para un ordenador con 
un lenguaje de alto nivel (ensamblador cruzado) o bien para un micro­
computador basado en el propio microprocesador (ensamblador residen-
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te) previsto ya para contener toda una serie de ayudas además del en­
samblador. 

Existen también macroensambladores en los que una instrucción 
puede contener varias instrucciones del lenguaje máquina. 

Los compiladores que precisan de un ordenador de considerable capaci­
dad, y que trasladan un programa de alto nivel a lenguaje máquina. 

Entre las ventajas destacables del uso de estos programas podemos 
.citar que permitan al programador recordar fácilmente las instrucciones 
y la imposibilidad de cometer errores sintácticos debido al sistema de 
detección de errores. 

Los editores permiten almacenar un programa fuente escrito en simbó­
lico o alto nivel, en una unidad de memoria auxiliar del ordenador co­
mo discos o cintas magnéticas, así como hacer correcciones sobre el 
programa. 

Los simuladores se utilizan como su propio nombre indica para analizar 
el programa objeto, simulando la acción del microcomputador sin cons­
truir el sistema. 

A la vista de las ayudas que ofrece el mercado, teniendo en cuenta 
la escasa flexibilidad y los costos de los sistemas que ofrecen los fabri­
cantes de microprocesadores y puestos que disponemos en nuestros la­
boratorios de un sistema grabador de PROM controlado por una calcu­
ladora digital de propósito general HP-9830, decidimos crear un progra­
ma ensamblador-editor-grabador que nos permitiera elaborar los progra­
mas en lenguaje simbólico, así como reducir al mínimo las posibilidades 
de error, para el microprocesador lntel 4004. 

CONCEPCIÓN DEL ENSAMBLADOR-EDITOR-GRABADOR 

La idea principal que presidió la concepción de este programa fue la de 
evitar en la medida de lo posible la introducción de errores sintácticos. 

Con tal motivo pensamos que la forma más segura, en lo que se refiere 
a la identificación de los símbolos sería disponer de una lista de símbolos de 
todas las instrucciones e identificarlos por comparación directa. Por otra par­
te, puede observarse en la tabla I donde se indican los símbolos empleados 
por el lenguaje nemónico del microprocesador lntel 4004, como la totalidad 
de los símbolos propuestos tienen un.a longitud de 3 letras excepto uno que 
tiene 2, por lo cual decidimos añadir una letra más a éste, para simplificar la 
programación. 

En cuanto a la utilización de símbolos para las direcciones de datos, y 
dada la compleja estructura de direccionamiento de los mismos desde el pro­
grama que incorpora este sistema, nos ha parecido conveniente prescindir de 
ella y ensamblar instrucción por instrucción. 

De momento tampoco se ha previsto la utilización de símbolos para di­
recciones de ramificación ni de salto. 

Se ha realizado el ensamblado de cada instrucción inmediatamente, con 
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objeto de dejar la mayor cantidad posible de memoria disponible, lo que per­
mite además la detección inmediata de errores. Se trata por tanto de un pro­
grama conversacional en que el ordenador requiere del operador una instruc­
ción, y una vez introducida la procesa y pasa a preguntar la siguiente. 

Se ha previsto por tanto, .a la hora de efectuar el ensamblado, la intro­
ducción de un nemónico y cuando la instrucción lo requiera un número de­
cimal correspondiente al OPA de dicha instrucción así como un número de­
cimal para la segunda línea de las instrucciones dobles, dado que 4 de ellas 
son direcciones y sólo una contiene datos. Se ha establecido también para 
estas instrucciones un sistema de detección de excesos según la instrucción 
que corresponda, de modo que la calculadora rechaza toda instrucción sin­
tácticamente incorrecta indicando el tipo de error que se haya cometido. 

Como puede verse, el programa maneja las instrucciones del 4004 según 
la estructura que contiene el lenguaje máquina. 

Conforme se va introduciendo el programa simbólico la calculadora va 
efectuando un listado en impresora con la instrucción simbólica y la instruc­
ción del lenguaje máquina (binario) así como otros sistemas de numeración 
que pueden facilitar el proceso de comprobación del sistema una vez monta­
do. Está previsto que efectúe el listado en hojas tamaño folio de modo que 
cada folio contiene 64 líneas, así como una vez que se han llenado 256 líneas, 
es decir, una página {PROM) completa de memoria de programa, indica que 
deben almacenarse en la cinta para empezar desde el principio si se desea 
grabar una nueva PROM. Se trata por lo tanto de un ensamblado página a 
página de manera que sólo 256 líneas de programa están directamente dispo­
nibles en la memoria del ordenador, mientras que el resto hasta 4096 se ha­
llan en cinta. 

La cinta se ha estructurado de modo que caben 16 páginas completas de 
datos de 256 líneas cada una, y su especificación resulte fácil y efectiva. 

El programa en sus diferentes partes está almacenado en las llaves de 
funciones especiales que pueden asimilarse a subrutinas que en el caso par­
ticular de la calculadora HP-9830, son accesibles, bien por programa o bien 
desde el teclado de consola, de modo que es posible el empleo de las mismas 
con una gran flexibilidad. La calculadora HP-9830 dispone de un total de 20 
llaves en la consola, accesibles mediante 10 teclas numeradas de "O" al "9" 
que dan acceso directo a 10 de estas llaves, a las otras 10 se accede mediante 
estas mismas 10 teclas pero pulsando simultáneamente la tecla de mayúscu­
las que contiene la indicación "SHIFT'', estas 10 llaves las hemos marcado 
de «O',, al «9',, y de ellas sólo ha quedado sin utilizar la última, el resto con­
tienen funciones auxiliares que debemos utilizar varias veces en los progra­
mas propiamente dichos a modo de subrutinas. 

La secuencia de trabajo de un editor-ensamblador es generalmente co­
mo sigue: una vez puesto en marcha el ordenador, se cargan desde la unidad 
de memoria periférica que los contenga, los programas editor y ensamblador, 
se pone en marcha entonces el editor que capacita al ordenador para recibir 
caracteres alfanuméricos, codificados en ASCII, por ejemplo. Mediante este 
programa se introducen las instrucciones en el lenguaje simbólico previsto 
por la estructura del ensamblador correspondiente al microprocesador que 
se vaya a utilizar. 



ENSAMBLADO:R,-GRABADOR PARA EL SISTEMA MCS-4 89 

Una vez introducidas todas las instrucciones que se desee, ya tenemos 
lo que se llama el programa fuente, que como tal no es asimilable por el mi­
croprocesador. 

Se almacena entonces el programa fuente en una unidad periférica de 
memoria de almacenamiento masivo como por ejemplo un disco o un.a cinta 
magnética, bien sea en una sóla vez, bien en varias, si la memoria central del 
ordenador no fuera capaz de almacenar todo el programa fuente, haciendo 
correr a continuación el ensamblador, al que debe darse la posición en que 
se halla el progr.ama fuente, procedimiento entonces al ensamblado del que 
se obtiene ya el programa objeto asimilable por el microprocesador, así co­
mo un listado de los errores cometidos. 

Como puede verse esto obliga a disponer de una gran cantidad de me­
moria que puede reducirse evitando el almacenamiento del programa fuente. 

Como quiera que la posibilidad de corregir el programa debe darse, si 
suprimimos el programa fuente, es obligado disponer de un programa que 
permita interpretar las instrucciones máquina del programa objeto en len­
guaje simbólico como si se tratara del programa fuente. Así pues el grueso 
del programa lo constituyen el ensamblador y el ensamblador inverso o pro­
grama de listado los cuales a su vez se apoyan en las subrutinas que contie­
nen las funciones auxiliares mencionadas anteriormente y que describiremos 
más adelante. 

El programa ensamblador propiamente dicho puede ser llamado desde 
la llave 7, su listado puede verse en las tablas VII y VIII y el diagrama de 
bloques correspondiente en la figura 1 (a, b y c). 

El programa se inicia preguntando por la primera línea I 1 que se desea 
ensamblar. Una vez introducido este dato, se comprueba si esta línea ya ha 
sido introducida previamente; en caso afirmaivo comprueba si es la segunda 
línea de una instrucción doble, en cuyo caso va a la línea anterior ( 11=11 
- 1) y si no comienza normalmente por la línea indicada 11, si no ha sido 
introducida previamente graba un NOP en todas las líneas desde la siguiente 
a la última introducida (V3-999) hasta la anterior a la primera a ensam­
blar 11-1. Acto seguido comprueba si se ha cambiado de hoja (L:#VO) en 
cuyo caso describe el encabezado para los listados que correspondan a esa 
hoja L y si no, deja dos espacios en blanco para indicar que se ha empezado 
de nuevo aunque sin cambiar de hoja VO y a partir de este momento comien­
za el tratamiento del lenguaje MCS-4. propiamente dicho. 

La primera operación consiste en comprobar si en la hoja anterior, la 
última línea era la primera de una instrucción doble ( MO = 1) que queda por 
tanto a caballo entre dos hojas, en cuyo caso y antes que nada se proceda a 
escribir la segunda línea que queda en la hoja en curso, en caso contrario el 
programa se dirige al ensamblado propiamente dicho. 

En primer lugar se introduce manualmente y como respuesta .a un 
INPUT, el mnemónico AS que se desee introducir en la línea cuyo número 
indique la pantalla. Si el símbolo introducido no tiene longitud de 3 caracte­
res es devuelto como incorrecto con la indicación "LONGITUD NO PERMI­
TIDA" que aparece en la pantalla. Si su longitud es correcta, entonces pasa a 
un lazo mediante el cual va comparando el símbolo introducido AS con ca-
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da uno de los símbolos (de tres caracteres) contenidos en el arra y B$, de mo­
do que sale del lazo cuando A':h coincide con el B$ correspondiente, con lo 
cual el número de vueltas que de .al lazo indicado por la variable J da una 
idea de la instrucción de que se trate, con lo cual según el valor de J pa­
sa a identificar a qué grupo pertenece (máquina, flujo de datos, acumula­
dor) para su posterior identificación en distintos sistemas de numeración. Si 
se termina el lazo sin haber coincidido en ningún momento A$' y BS entonces 
el símbolo A$ devuelto con la indicación "INSTRUCCION NO RECONO­
CIDA", 

Una vez reconocida una instrucción e identificado el grupo a que perte­
nece mediante J, es enviada a la línea que corresponda el comienzo de la 
codificación de las instrucciones de ese grupo. Hemos pensado, dada la es­
tructura que poseen las instrucciones del sistema MCS-4, que la forma más 
fácil de efectuar la codificad5n primero en HCD (hexadecimal codificado en 
decimal) e ir pasando luego de éste .a cualquier otro sistema que se desee. Hl 
representa el dígito hexadecimal más significativo y H~ el menos significa­
tivo. En las instrucciones de flujo de datos Hl es siempre igual a 14 mientras 
que H0 se obtiene como J- 16. En las instrucciones del acumulador Hl = 16 
Y H0 = J-32. Una vez codificada la instrucción en HCD se efectúa el paso a 
decimal, octal y binario (lenguaje máquina) mediante las mismas líneas para 
ambos tipos de instrucciones pasando seguid.amente a efectuar su salida me­
diante la impresora, par.a pasar a continuación al principio preguntando por 
la siguiente línea. Si la orden pertenece al grupo de instrucciones de máqui­
na, se pasa .a identificar inmediatamente Hl, que se obtiene, como vemos, 
J menos 1 si es 2, o J-2 si J es 4, es decir, si se trata de una instrucción de 
salto condicional (JCN) el programa salta a una línea en que pregunta cuál 
es la condición de salto CS. Esta puede ser AC=~, AC#f/J,. CYdi~, TS#~, 
si no es ninguna de estas es devuelta con la indicación "CONDICION NO 
RECONOCIDA". El procedimiento de identificación es análogo al de los mne­
mónicos de las instrucciones, mediante un lazo en que se compara la condi­
ción introducida con las almacenadas en el array E$., y el punto de salida '<le 
dicho lazo, identificado mediante la variable K, se utiliza para la codificación 
de H0, con lo cual una vez pasado a decimal octal y binario se procede .a su 
escritura en la impresora, hecho lo cual, y puesto que en la segunda línea de 
esta instrucción no hay ninguna diferencia con el resto de las instrucciones 
dobles, el programa salta al lugar en que se efectúe su entrada. 

Si J es diferente de 1 el programa pasa a preguntar por el operador, que 
se almacena en H2. El valor máximo que puede tomar H2 depende de la ins­
trucción a que .acompañe, de forma que para ciertos valores de J el valor 
de H2 es 7 y para otros es 15. El programa está pensado de modo que si se 
introduce un operador excesivo para la línea .a que se destina, indica esta 
circunstancia volviendo a preguntar por el operador. A continuación se co­
difica H~. que salvo en 4 instrucciones es igual a H 2, y seguidamente se im­
prime esta línea previa su codificación en decimal, octal y binario. Una vez 
hecho esto, si la instrucción es sencilla pasa al principio preguntando por el 
nuevo mnemotécnico, pero si es doble entra en otra rama del programa .a 
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,. 
donde llega también cuando procede de una instrucción <l.oble. Primeramente 
define ·M0 como 1 si 1+1 .= · 64.L y f/J en caso contrario, pasando a continua­
ción a preguntar por el valor decimal de la segunda línea de instrucción; si 
este valor almacenado en D excede de 255 aparece en pantalla la indicación 
"VALOR EXCESIVO" preguntando de nuevo por el valor de D, que una vez 
admitido es convertido en los sistemas que se van a imprimir (HCD, binario, 
octal) por otra parte el equivalente octal que es el que se utiliza para alma­
cenar los datos, lo invertiremos de signo para poder identificar las segundas 
líneas de instrucciones dobles. Una vez codificada esta segunda línea se ve 
mediante M0 si pertenece a la hoja-_actua.l Ví/J o a la siguiente: si pertenece 
a la hoja V~ se ·procede .a escribir Ja citada .segunda línea en la impresora, 
punto donde entra el programa cuando al caipbíar de hoja queda pendiente 
de escribir una segunda línea de· una ~nstn,1.cojQn doble cuya primera Jínea 
e~ l~ última de la hoja anterior, en caJ.Ilbio si l;)O pertenece a V~ sino a Ja. 
s1.gmente. hoja. V0 + 1 salta-.al fin:al de.l lazo que corresponde a la hoja V~, 
para indicar el fin de hoja deteniéndose aquí el programa con objeto de po­
der cortar la hoja si se des·ea, apareciendo en pantalla "FIN DE HOJA" V~ 
"PULSE CONT." si la memoria P ya está llena al pulsar CONT indica que 
se ha llenado y que si se desean grabar los datos en cinta basta pulsar la 
llave 1, en caso contrario continúa el ensamblado por la hoja siguiente, re­
pitiéndose de esta forma todo el proceso de ensamblado. 

El programa de la llave 5 contiene un programa para listado de datos 
con el mismo formato empleado en el ensamblador a partir de lo almacenado 
en el cassette, es decir, del equivalente octal, se trata por consiguiente de un 
codificador basado en los mismos principios que el ensamblador. En la figu­
ra 2 puede verse el diagrama de bloques del programa listado, que como 
puede verse presenta notable similitud con el ensamblador. Quizá la clave 
de este programa esté en la función FNE definida en la llave 6' que efectúa 
el paso de octal a HCD, el resultado es O, 1, 2, según que H 1 sea, cualquier 
valor excepto 14. ó 15 respectivamente, lo cual permite identificar mediante 
FNE si la instrucción pertenece al grupo máquina, de flujo de datos o al <lel 
acumulador. 

A partir de este momento si la instrucción es de máquina se encuentra 
el símbolo que le corresponde a través del valor de J, para pasar luego a 
decodificar el operador salvo en -que se busca la condición. En cualquier caso 
después escribe y si la ins/rucción es doble decodifica y escribe la línea 2' 
para volver a iniciar todo el proceso con la siguiente línea. 

Si la instrucción es del grupo de flujo de datos o del acumulador la <le­
codificación es común y se efectúa por otro camino en función del resultado 
de FNE almacenado en W, después escribe la línea en la impresora para vol­
ver al principio con la siguiente línea. 

Los listados de las llaves "O" a "8" de funciones auxiliares pueden ver­
se en las tablas II y III. 

La subrutina de la llave O' contiene la lista de los símbolos utilizados, or­
denados para su fácil identificación. 

La subrutina de la llave l' realiza una función que transforma un núme­
ro decimal comprendido entre O y 15 a binario si el número es mayor de 15 
se obtiene siempre el equivalente binario del 15 (1111). El procedimiento de 
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PE J =O a 4 5 

NO 

CODIFICACIONl!C 
Hl=l 5 H0zJ-32 

CODIFIC ACI ON ItC 
Hl =li• H0=J - 16 

F 

NO 

l . I NST.MAQUINA 
2 . " ACUMULADO'. 
3. " F . DATOS t--"'-----. 

4 . NOP 

L, 3 

Hl=J-(J > 2)- (J~4) 

OPERADOR T.? 

Fig. 1-b.-Ensamblador 
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G 

NO 

CODIFICACií1N H~ 
DECIHAL,OCTAL 

H0=1 SI I+l=611L 

CODIFICACií1N(­
DECU1AL, HCD 
BINARIO 
OCTAL 

Fig. 1-c.- Ensamblador 
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END 

F ig. 1 ·d.- Ensamblador 
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DECODIFICADO 
z!. LINEA 

END 

Fig. 2-b.-Listado 
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obtención es generar el número XoX1X2X3, haciendo X0 =O ( ó 1) si el número 
decimal X es menor (mayor) que 8. 

X1 O ( ó 1) si el número (X-8XO) es menor (mayor que 4. 

X2 O (ó 1) si el número (X-8X0-4Xl) es menor (mayor) que 2. 

X3 O ( ó 1) si el decimal X es par y menor que 15 (impar o mayor 
que 15). 

El número binario se obtiene como: 

y = X0.103 + Xl.102 + X2.10 + X3 impar o si es mayor que 15. 

La subrutina 2' de la llave 2' halla el carácter más significativo del có­
digo hexadecimal de un número comprendido entre O y 255 el cual se encuen­
tra codificado en decimal mientras que la subrutina de la 3 hace lo propio 
con el menos significativo para lo cual basta dividir el número en cuestión 
por 16 y la parte entera de esto será el más significativo. Si al número deci­
mal se le resta el carácter hexadecimal más significativo codificado en de­
cimal (HCD) equivalente multiplicado por 16, obtendremos el menos sig­
nificativo. 

La subrutina de la llave 4' contiene una función que convierte un núme­
ro decimal comprendido entre O y 511 en el equivalente octal. 

La organización de esta conversión es similar a la efectuada en la lla­
ve l ', con la diferencia de que es preciso detectar en qué medida pasa de los 
exponenciales de 8, por lo tanto su estructura será como sigue: 

l.º Ul = parte entera del coeficiente entre el número a convertir 
X y 82 es decir 64. 

2.0 Se resta al número a convertir el producto de Ul.64. y haciendo 
U2 = la parte entera de lo que resulte de dividirlo por 8. 

3.º El número actual buscado será: 
Ul.100 + U2.10. + el resto de la primera operación - U2.8. 

La subrutina de la llave 5' ejecuta el paso de octal a binario natural, pa­
ra lo cual de los dígitos octales luego se convierten a binario por separado 
mediante la función de la llave l' y a continuación se unen para formar el 
número binario completo. 

La llave 6' contiene una función que transforma octal en HCD. Esta llave 
se utiliza para efectuar listados de modo que actúa como decodificador <le 
instrucciones y el resultado de la función vale 0,1, 2 según la instrucción 
pertenezca al grupo de instrucciones de máquina de control de flujo de infor­
mación o del acumulador mientras que en las variables Hl, HO se obtienen los 
caracteres HCD. La subrutina es válida para valores comprendidos entre 
o y 377. 
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La realización se ha llevado a cabo pensando en los equivalentes binarios 
de ambos sistemas de numeración, a saber: 

Para pasar de octal al carácter HCD menos significativo HO dentro de 
este margen, bastará separar las dos cifras más significativas LO, de la me­
nos en el número original (octal); HO será igual a la cifra menos significa­
tiva del número digital, ± 8 si LO es impar, mientras que Hl será la parte 
entera del resultado de dividir el dígito menos significativo de LO entre 2 
(equivalente a correr a la derecha en binario) + el producto del dígito más 
significativo de LO por 4. 

La subrutina de la llave 7' contiene encabezamientos para los listados 
de programas, y su resultado contiene el mismo valor de la variable. En la 
llave 8' están además de 2 espacios de escritura en el papel, el cálculo de la 
hoja 1 a 64 a que corresponde el orden de las líneas de programa que se 
están escribiendo. 

Finalmente en la llave 9' se ha colocado el signo "# \' "diferente de" que 
es preciso utilizar en alguna instrucción de salto condicional, por simple ra­
zón de comodidad. 

Con esto quedan descritas la composición y cometido de las llaves que 
podemos llamar auxiliares de aquellas otras que contiene el programa pro­
piamente dicho. 

Además de las ya descritas se han incorporado en la llave O una subru­
tina de iniciac!ón y en las llaves 1 a 4 unas subrutinas para comunicación 
de datos entre el ordenador y los periféricos que describimos a continuación. 

La llave O contiene una subrutina con el dimensionado de los arrays de 
datos que deberán utilizarse en el resto de las llaves, así como la asignación 
de la lista de mnemónicos mediante la ejecución de la función FNA conte­
nida en la llave O'. Mediante la ejecución de esta subrutina del programa se 
organiza, pues, la memoria del ordenador para la ejecución del resto, de 
modo que debe ejecutarse siempre al comenzar la utilización del programa 
principal, la subrutina de la llave O. Se selecciona también la memoria en 
que se va a trabajar de modo que no se cambiará hasta que no se vuelva a 
ejecutar dicha subrutina del programa. Variables como VO, V3, y MO que 
irán tomando valores diferentes a lo largo de la ejecución del programa y a 
las que debe darse un valor inicial quedan definidas aquí. 

La llave 1 está destinada a la subrutina del programa que graba los 
datos en cassette. Puesto que el sistema MCS-4 tiene una capacidad de di­
reccionamiento de 16 memorias de programa se han utilizado en el cassette 
16 filas de datos de 256 palabras de 16 bits cada una, numeradas de O .a 15 
como puede verse en la tabla IV. Una vez pulsada la tecla correspondiente a 
la llave 1, ésta detecta si hay datos en todas las direcciones mediante la va­
riable V 3 y en caso de no haber, .almacena V 3 en la última dirección 
(A(256)= V3) con objeto de evitar la presentación de errores debidos a va­
riables no definidas tanto en listados como en grabación, etc. La variable V 3 
se define en el ensamblador y es igual .a la mayor de las direcciones introdu­
cidas más 1000, de modo que cómo el número octal más alto que puede intro­
ducirse es 377 cuando A(256) sea mayor que 377 indicará que la tabla no 
está completa y hay direcciones con datos no especificados. 
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OPERACIÓN DEL PROGRAMA 

Para la correcta operación del programa se precisa del siguiente equipo: 

Calculadora HP-9830A ( 3808 palabras memoria) 

Impresora térmica HP-9866A 

ROM de palabras HP-11274 

ROM entrada-salida HP-11272 

Módulo grabador de PROM 

Con la cinta organizada tal y como se indica en la tabla IV la opera­
ción del programa es co.mo sigue: 

1.-Pulsar SCRATCH, A, EXECUTE 

2.-Pulsar LOAD, K, E, Y, 1, 7, EXECUTE 

3.-Pulsar RUN, fo (START) 
Aparecerá entonces en pantalla: (·PROM) PAGINA NO.? 

4.-Introducir entonces el número de PROM en que se desee trabajar y a 
continuación EXECUTE. 

SELECCIONE LLAVE 

5.-En este momento las llaves f2(LOAD DATA), f 3(COMPROBACION BO­
RRADO) y f 7(ENSAMBLADOR) pueden ser usadas y una vez usadas 
Í2 o f1 o ambas y puesto que el sistema ya tiene datos pueden usarse cual­
quiera de las llaves. 

- LOAD DATA -

l.-Pulsar Í2; aparecerá entonces en pantalla: 

CARGA DE DATOS DE PAGINA, P 

y pasado un breve espacio de tiempo pasará a cargar los datos de la cinta 
a la memoria principal. Una vez cargados define V 3 apareciendo a con­
tinuación en pantalla: 

DATOS PAGINA DE ~ A V3-1000 

Si apareciera ERROR 41 indicará que los primeros pasos no han sido 
ejecutados, en cambio si apareciera ERROR 40 indicará que no se habían 
introducido datos en la memoria indicada. 
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- ENSAMBLADOR -

1.-Pulsar Í1; la pantalla indicará: 

ENSAMBLADOR, PRIMERA LINEA? 

2.-Introducir entonces el número de la primera línea que se desee ensam­
blar y EXECUTE. 
El programa imprime entonces los encabezados para la escritura de las 
líneas de programa. 

3.-Aparecerán entonces en pantalla: 

MNEMONIC I? (I =Primera línea a ensamblar) 

En este momento debe introducirse el símbolo correspondiente y EXE­
CUTE. Si el símbolo introducido no tiene 3 letras aparecerá: 

A$, LONGITUD NO PERMITIDA 

Por otr.a parte si el símbolo introducido no pertenece al lenguaje del sis­
tema MCS-4 aparecerá: 

A$, INTRODUCCION NO RECONOCIDA. 

En cualesquiera de los casos, pasado un breve espacio de tiempo la pan­
talla indicará: 

INTRODUCIR NUEVO MNEMONIC, I? 

4.-Una vez que el símbolo es aceptado, si la instrucción está completa vuel­
ve al paso 3 con el siguiente valor de I. 

5.a.-Si no, la pantalla puede indicar (en otro caso, paso 6) 

CONDICION (AC, TS, CY 4 DIGITOS) I? 

A lo cual debe responderse con una de las 6 posibles condiciones en las 
que siempre el último dígito debe ser ~.p.e.TS<!f~. 

5.b.-Si el símbolo introducido no tiene una longitud de 4 dígitos vuelve al 
paso 5.a. mientras que si aún teniendo 4 dígitos no es una de las condi­
ciones reconocibles indicará: 

CONDICION NO RECONOCIDA 

volviendo, pasado un breve espacio de tiempo, al paso 5.a. Si la condi­
ción es correcta sigue por el paso 7. 

6.a.-La otra indicación que puede obtenerse es: 

OPERADOR, I? 
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a lo cual debe responderse con el número decimal correspondiente a la 
parte variable del operador de la instrucción. 

6.b.-Si el operador es correcto sigue por el paso 7 pero si no lo es, indica: 

VALOR EXCESIVO 

volviendo a continuación al paso 6.a. 

7.-Si la instrucción está completa, vuelve al paso 3, pero s1 no aparecerá 

2' LINEA INSTRUCCION I? 

a lo que debe corresponderse con el equivalente decimal de dicha línea. 

8.-Si el valor introducido es superior a 255 indica: 

VALOR EXCESIVO 

para volver a continuación al paso 7, mientras que si es correcto vuelve 
al paso 3 con el siguiente valor de I. 

/' 

Algunos de los errores que se pueden producir son: 

- ERROR 74 si se introducen símbolos de longitud superior a 9 ca­
racteres. 

- ERROR 40 si no se ha ejecutado fo. 

9.-Finalmente cuando se llega al término de cada hoja aparece en pantalla: 

FIN DE HOJA, L, PULSE CONT. 

Es el momento de cortar el papel para proseguir con la hoja siguiente, 
con lo cual se consigue, si todas las líneas de la hoja L han sido ensam­
bladas, una hoja de tamaño folio. Hay que observar que si una instruc­
ción doble queda a caballo entre esta hoja y la siguiente y se detiene el 
programa sin escribir la segunda línea de dicha instrucción, ésta queda 
correctamente ensamblada. Cuando se haya llenado una PROM completa 
al pulsar CONT indicará: 

PARA GRABAR EN CASSETTE KEY 1 

- STORE DATA -

1.-Pulsar f1• Aparecerá en la pantalla: 

GRABACION EN CINTA DE PAGINA, P 

y una vez grabados los datos indica: 
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DATOS GRABADOS PAGINA, P 

s1 ocurre el error 40 es que fo no ha sido ejecutad.a. 

- COMPROBACION BORRADO -

1.-Pulsar Í 3• Aparecerá en la pantalla: 

COMPROBACION DE BORRADO DE PROM 

a partir de este momento permanecer atento al LED indicador de error 
del módulo grabador, cuando el LED se enciende indica que la memoria 
conectada a él, no está correctamente borrada y el programa se detiene. 
El tiempo que emplea en la comprobación es de unos 8 seg., pasado este 
tiempo si la PROM está bien borrada debe indicar: 

BORRADO COMPLETO 

Si el LED no se enciende ni la calculadora indica lo previsto es proba­
ble que la alimentación no se halle conectada por lo que la calculadora 
al no recibir respuesta alguna, se detiene. 

- OUTPUT -

1.- Pulsar f4. Aparecerá en pantalla: 

SALIDA AL MODULO GRABADOR 

y cuando desaparezca esto indicará: 

GRABAR (~) O COMPROBAR (l)? 

si no fuere así probablemente es que el módulo grabador está sm ali­
mentación. 

2.a.-Si se le contesta con ~ indica de nuevo: 

GRABACION DE DATOS PAGINA, P 

en previsión de errores y con objeto de que pueda detenerse en este mo­
mento la ejecución 2.b. 
Unos 2'30" más tarde los datos ya deben estar grabados y la pantalla 
indicará: 

GRABADOS DE 0 A V 3-1000 

2.b.-Si en el paso a l. se le ha contestado con un 1 pasa directamente a 
efectuar la comprobación de los datos que haya grabados en la PROM 
con los existentes en la memoria de la calculadora, el LED del módulo 
grabador indicará como en el caso anterior el error, deteniéndose igual-
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mente la calculadora, también como allí unos 8 seg. más tarde los datos 
ya deben estar comprobados con lo que indicará: 

COMPROBADOS DE 0 A V 3-1000 

3.-Si en el paso 1 se le ha contestado con un 1 pasa directamente a efectuar 
la comprobación de los datos que haya grabados en la PROM con los 
existentes en la memoria de la calculador.a, el LED del módulo grabador 
indicará como en el caso anterior el error deteniéndose igualmente la 
calculadora. También como allí unos 8 seg. más tarde los datos ya deben 
estar comprobados con lo que indicará: 

COMPROBADOS DE 0 A V 3-1000 

- LISTAR DATOS -

1.-Pulsar Í 5• Aparecerá en pantalla: 

LISTADO, PRIMERA LINEA? 

y una vez contestado procede al listado a partir de dicha línea hasta el 
final de la hoja correspondiente, entonces aparecerá: 

FIN DE HOJA, CORTE Y PULSE CONT 

una vez .acabado el listado indica: 

LISTADO COMPLETO 

y se acaba. 

Si el ERROR 40 aparece, puede ocurrir o bien que no se hay.a ejecuta­
do f0 o bien que no tenga aún datos que listar. 

CONCLUSIONES 

Resulta evidente que las prestaciones de estos programas no .alcanzan las 
que pueden obtenerse del ensamblador de propósito especial para el micro­
procesador 4004 suministrado por Intel, que necesita par.a ser ejecutado el 
sistema Intelec 4. No se trata de un trabajo que pretenda igualar dichas pres­
taciones, lo cual será objeto de una ampliación posterior de este trabajo en 
el que se ha considerado como objetivo el de tratar de llevar a la práctica 
una serie de ideas sobre ensambladores cruzados y experimentar los resulta­
dos, para poder realizar ensambladores eficaces sobre un ordenador pequeño 
como es el HP-9830, de propósito general. 

El ensamblador realizado permite el desarrollo cómodo sólo de progra­
mas de tamaño relativamente pequeño, debido principalmente a que no se ha 
previsto la posibilidad de introducción de nuevas líneas entre las ya existen­
tes ni subrutinas de reordenación en caso de dejarse espacios intermedios, 
sin embargo las correcciones sobre líneas ya introducidas resultan inmediatas. 
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LLHVE 0' 

10 DEF FMA OD 
2i3 B$[ 1, 48 ]=" tl.OP.JCNF I M.SF:CF I tJ.J I tJ.Jl..ltl.JM::; me r SZADDSUBLDRXCHBBLLDM.~ 
30 B~l49 ,96J= " WRMWMPWRRWPMWR0WR1WR2WR3SBMRDMRDRADMRD0RD1RD2RD3" 
40· 8$[97,138J~"CLBCLCIACCMCCMARALRARTCCDACTCSSTCDAAKBPDCL" 
50 El="TS=0CY#0AC=0TS#0CY=OAC#0~ . 
60 F:.r::TUF:H 0 

'./ARIRBLES USf1DAS.· 8$ < 13_:3) 'EH24> 

LLAVE 1' 
10 DEF FN8(({) 
20 .X0=C X/ 8 >= 1) 
30 X1~<CX-X0*8)/4 )~ .1) 
40 ::·:'2:::: ( ( ~·~-·::·::0~t8-::~: 1 ~~4 ) /2 ~~-= 1) 
50 Y=X0*1 000+X14100+X2~10+ CCXt2#INT(X/2) ) QR CX)15)' 
E;O ·~:ETURtl Y .. 

LLAVE ·z; 
!0 DEf FNCOO=IHHXtfG) 

l.LAVE S' 

L\_AVE 4 1 

10 Dff FflP (~'{) 
20 U1,,,HJTrn164) 
30 ·u~=X-U1*64 
40 U2=HJHU4/8) 
5i) IJ:3=1J l;i100+U2·~10t1J4-U2*B 
60 RtTURtl U3. 

VARIABLES USADAS u1,u2,u3,U4 
Llf'l'./E .5' 

10 IiEF Ftff(: )O 
20 U2~ INTCX1100) 
30 IJ3=- HlTOV-113)-HHU2 
40 'U4=X-U3*10-U2*100 

·50 U1=Hl8U2* 1E+06+Hl81.J3i<1 E+03+FNBIJ4 
90 RETURtl .U1 • 

Tabla II.-Listados. 

105 
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LLA'JE 6' 

10 m::F FME (:O 
20 L0=1'.rlTOV10). 
80 Ll=CL0/2#INT<L012i) 
40 HO=X-10*L0+8tl1 
50 H1=IHT(L0/10~*4+~L0-10•INT(L0)10)-L1)/2 
60 W~CH1>13l+CH1=15) 
70 RETUF.:tl ¡~ 

VAR rAE:LES l1SADW3 L'0' L11H0,H1,¡,¡_ 

LLAVE 7' 

10 DEF Fmmo 
20 PRINT TAB10"LINEA" 
30 PRINT TAB12"NO~"TR~18"MNEMONIC"TAB32"0PR. 0PA;"T8847"HCD,"TAB56"DECIMAL"l 
40 PRINT TA867"0CTAL" 
50 PR Itli 
6q RE,TURt·l. ;·: 

LLR\I~ EP 

10 DEF. nJQ(X) 
80 PRHlT 
4i3 PRitH 
50 LcINTCil/64)+1 
60 L=L+~l>4liC4~L)+4iP 
70 RETURt-l L 

VARIABLES USADAS L1Il1P 

!3 2 
2 

2 0 
:;: ü 
4 0 
"' ·J 0 
6 0 
.. 0 
E: 0 
9 0 
10 o 
11 o 
l2 o 
13 0 
14 2 
15 2 
16 0 
17 4 

Tabla III.-Listados . 

256 256 2 
256 256 2 
256 21 0 
256 0 0 
256 0 0 
'256 0 0 
256 0 0 
256 o (f 

256 0 0 
256 0 0 
256 0 0 
256 0 0 
256 o 0 
256 0 0 
256 256 2 
256 256 2 
4 ¡) o 
3500 2644 8 

T1:1bla IV.- Organización de 

. 0 (j 
0 0 
0 0 
0 0 
0 0 
0 o 
0· 0 
o 0 
0 0 
0 0 
·0 0 
0 0 
0 0 
0 o 
0 0 
0 0 
o 0 
0 0 

la Cinta. 
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LLAVE 0 

j0 D)M A$[9J,8$[13SJ,C~C9J1E$C~4J 1AIC256J 
20 DISP "CPROM>PAGIN~ No,•; 
<:{0 IUPUT P 
40 Pb=P+tP>}5)t9 
50 VL'.1=FHA0 
60 V:ii=999 
70 DISP. "PARA CARGAR DATOS1 L.Lf!VE 2" 
80 EHD 

YRRIABLES USADBS PiP01M01YB1Y3 

LLAVE 1 

10 DISP1 "GRAbACION EK CINtA DE PAGINA"P 
20 NAIT 2090 . 
30. IF V'.::>1254. THEN 50 
40 AC 256J=V3 
50 ST8RE . ~RTA,P01A 
60 DISP "DATOS ·GRABADOS PAGHJFJ"P 
?•J END 

VARIABLES USADAS 'V.31 Ps P0 

LLAVE 2 

10 DISP" "CARGA DE DATOS .DE PAGINR."P 
20 ¡.JA r.r 2000 
30 LO RD DATA P0,A 
40 V3=R[256J+ CA[~56J(378 ) 1~ 1255-AC 256J) 
50 ItViP "DATOS PflGIHA"P"DE 0 A"V3-1000 
60 qm 

VARIAB"t.:ES USADAS .V31 PrP0 

LLAVE 3 

10 DISP ~COMPROBACIQN DE BORRADO 'E PROM~ 
20 ¡.JRIT ·1500 
30 OUTPUT (4, *) "F" 
40 OUTPLl.T <41*)"C"1400 
50 OUTPUT C41*)~E" 
60 FOR J=O TO 255 
70 OUTPUt (41•)400 
80 HEXT J 
90 DISP "BORRADO COMPROBADO" 
100 EHD 

VARlAB~ES USADAS J 

Tabla V.- Listados. 

107 
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LLíiV~ 4 

lB DISP "SALJDA AL MODULO GRABADOR" 
2~~ ~·JA! T 1500 
30 OUTPUT C41*)" F" 
.413 OUTPliT ( 4,-~-i:.) 11 C 11 ,4i30 
50 DI ~:p "GRABAR <O) O COMPF.:08AR ( 1->"; 
60 I tjP IJT V4. 
7•3' ·l~!JTI) V4+ 1 OF :~e, 120 
88 DlSP "GRABACION DE DATOS PAGINA"P 
90 WAIT 2000 . 
io0 ÓUTPUT (,.),f,-) " ]i" 
1"1 O GOTO 130 
l.20 OUTPUT .( 41*)·"[''. 
130 FOR .J=.O TO V3-1000 
14'3 V6=ABSACJ+ll+40~ 
150 OUTPUT·C41~)V6 
160 ND~T J 
170 IF V4=1 THEN 200. 
180 DISP "GRABADOS DE O ~·J-1 
190 END . 
200 DI SP "COMPROBADOS DE 0 R"J-P 
(::Hl Etrn 

VARIABLES LISRDRS' V41·Pi.J°1 V6 

LLñl/E 5 

10 M0=0 
2•1 DI SP "LI STADCh PRIMERA t,:IMEA"'; 
30 HlPUT ·I 1 
40 IF il)V3•1000 TAEN 420 
to I=!l-CACI1+1J(0) 
60 I1=I 
70 1F V0=FNQ0 THEN 110 
80 VO=Ft-lQ0 
9f3 PP. INT TAB331 "HOJA''"!-
100 ºV0=FtH·NO 
l 10fOR I=Il TO ~4tCL-4tP)+C64•<L-4tP))V3-999)1CV3-999-S41L+4tP)-1 
120 "c:t:i::: " o 

18.0 IF M0=l. TH EM :3513 
140 IF FNEAC )~1J=0 AND H1 #0 THEN 180 
150 AS=BSE48*W+31H0+1,48*W+31H0+3J 
160 ~~RITE (1 5,460 )P1 I,1 A$ i" "C$1Fll8H11FH8H01H1'H01H1 *16+H0ii1C !+1J' 
170 G!JTO ~:7'0 
180 .J=Hl+ül1> 1\+'ül1>2)-<H1 =2 fülD H0/2=HlT<H012))-CH1=3 ·AND H012=HlT<H012)) 
190 A$=8$[31J+1 ,3*J+3l 
200 IF J #1 THEN 250 
~10 J=CH0~ 1)+( H0=2)15+CH0=4) 19+CHB=9 )t1 3tCH0=10)t17+<H0=12 )12 1 
220 CS:E:tCJiJ+3l 
230 WRITE C15i460)P,I i A$in "C$1FN8Hl1FNBH01H11H01Hltl6+H01ACI+1J 
240 GOTO 310 
:~50 H2= H>3 
260 IF H1>3 THEN 280 

Tabla Vl.-Listados. 
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LLAVE 5 ,-(COiH> 

260 IF H1>3 THEN 280 
270 H2=INTCH0/2i _ 
280 NRITE ! 15,450)P, r ,A$.H2,FNBH11FN8HO,Hl.Ho.H1W16+H0iACI~1J 
<: ·~0. IF ~'!i2 mm :J#6 r11m .J#7' mm .Jtt-:i Tl-IEM ;::'?0 
:3[H) C$;.:º . . 
310 M0~(I+ 1~64~<L-4tP)) 
:320 I=I+l 
330 N=FNEABSRCI+iJ 

109 

340 IF M0"-1 THEl l ;;i:30 . 
350 NR!TE C151440)P, I,H1Pi6+H01FN8H1,FNBH0,Hl1H81Hl•1 6+HB,ABSACI+1J 
~b~ M0=0 . . . 
:370 NE:,:T I 
3~:0 L=HIG!FtlQO 
390 DISP "FIN DE HO.JA~ tORTE Y PULSE tONT" 
400 '3TOP 
.4Hl 'ff I('.,13-999 . THEH 60 
420 ]1SP "LI STADO COMPLETO" 
430 -~r·~D 
44~ FORMRT F11.01F4. 0 ,F6.0,~15.01F5.0,F7.0,F3;0,2F10.0 
450 FORMAT Fl1.01F4.0,3~1F3.0,F 1 2.0,F5.0,F?,0,F3.012F10.0 
460 .FORMAT F11.0.~4.0,sM1F10.01F5.0•F7.0,F3.0.2F10.a 

VARIABLES USADAS Ít1V31I,~0,FNQ1L•MB•FNE ,1-J 0,1-Ji,w,p,FNB1J1H2 

LLAVE. 7 

iO M0=0 
20 ·DISP "ENSAMBLADOR' PRIMERA LINEA"¡ 
:::::0 Hlr-'UT I 1 . 
40 IF"Il)'.,13~1000 THtN 60 . 
50 I 1=I1-CA(l1+1J(0) 
60 FOR I=V3-99S TO Ií 
7ü· A[ I :t=O 
:::0 HE~<T I 
qA GOTO CV0=FNQ0)~1 OF 1101140 
100 I1=64t(L-4tP~ 
110 L=FtKir:1 . 
t~:t:i' J'RitJT TRE::33~ "HO.JR"L· 
1'.';~3 "iü=Ft·füL . 
l.'40 "FOR I=u.:ro 641(1 .• -4'7F')-1 
1f50 C$= 11 

16ü IF M0=1°THEN 830 
170 IDISP " MN EMOH{C"I; 
U::0 H1F'UT A~: 
19ü IF LENCA$)=3 THEN 240 
2ü0 ~ISP AS"LORGITUD NO PERMITIDA" 
210 NAIT 1500 . 
220 DISP ~INTRODUZCA NUEVO"; 
2~:0 Goto J 70 
240 FOR J=O TO 45 
250 "IF 8$[ 3tJ+1 1~*J+8J=A$ THEN ~10 
2>'0 HE::T .J 
270 DI:3P F!:t" ms·n:UCCIOt-1 HO ~:ECOHüCIDW' 
28~1 MA IT 1500 
290 DISP " INTRODUZCA HUEVO"I 
300 GOTO .1 ?0 
310 Hi =H0=D=ArI+1J=O 
32i3'" GOTO. I HT ( .J/ 16.) + 1 + < ~J:::~j) ·~:·3 OF 42Q, ~i·:~~J, 330, 370· 
3~:·0-: Hl.=15 
'.A0 HO=J<:;~ 
3~;0 D=H1 ·~· 16+.:i0 

Tabla Vll.- Listados. 
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LLAVE 7 <CotH) 

350 D=i-11*16+H0 
:360 fl[ 1 + l:J=FHPD 
~70 WRITE C15i 950)Pi IiA$1 " "C$1FN8HtiFNB~BiH1,H0•D•A~l+1J 
:;: :3~1 GOTO 85~3 
3·?0 H1:14 
4~c1n HO=.J- 11:; 
410 GOTO :;:50 
420 H1~J- C~>2>- < J>4 > 
~30 I~ J>l TREN 58~ 
44(1 DISP ··:cotrn'"1crotHAC; TS<I:\' 4DIGI'l'08) "1; 
45ü HlPUT C:t 
460 IF.LENCC$)#4 THEN 440 
47ü !OR K=1 TO 21 Sf EP 4 
48~3 ,:.F E$CK1K+3J=C$ THEH 5~:0 
490 NEXT K . . 
5ü0 .:n.rSF.'" C$" CCiHDICI Citl NO F.: ECOtlOC: I!lfl" 
510 ílAI T 1500 . 
520 GOTO 440 
530 HO= C K< 10) *2·1' ( (}(-1) /4) + ( f::;:9 ) -~ >'.2-H ( l<-13) 1"4 )+8) 
~40 D=H1;1~+H0 . 
550 AC I-fl J=fllf.'D 
560 ¡.JR ITE· <-15.,.?.5C1>P1 I1.A:h" "C:f1FMBl-111FllBHO,Hi1H0iD18[ I·~ 1 .J 
570 GOTO 710 . 
5~:0 DISP ",OPERADOR"¡; 
590 HlPUT H2 .. 
600 "¡F.· <-H2<8 AMD H2 >=.O> ·OR ( (.J#2 AHD J#3 Mm J#4 FltlD Jfl,5) AHD H2<iEi> THEH 6513 
~10 DISP H2"VALOR EXCESIVO" 
·620 ¡.¡p,n 1500 
630 DISR "INTRODUCIR HUEVQ :J 
64(1. GOTO 580 
650 Hü;:H2* C1 +<J°=2 OR ~1=3" o¡;:: ...J=4 OR J=5)) +(J:::3 OR J=S) 
660 D=H1·ifi·6+HO 
670 A[I+1l=FNPD . 
680 WRITE C15i940)P,I1A$1H2, FNBHl•FH~H01Hl,H0iD1ACI+lJ 
69f?J. C$=" . . 
roo IF J#l AMD J#2 - AHD J#6 AND J#7 AHD J#9 THEH 850 
710 M0~(1 +1=64*( L-4*P)) . 
720 DISP "2' LINEA INSTRUCCI ON "I; 
730 INPUT D . . 
740 IF D<256 THE~ 780 
750 DISP D·" "lRLOR EXCESil;'O" 
760 MR IT 1500 
.770 ;:;oro 710 
0

7°8(1 ~=1+1 
79~) ?Ji=FHCD 
800 H0."'FHDD 
810 AC1+1 J=-FNPD 
820 IF M0=1 THEN 850 
830 WRITE < 1 5193Ó)P1I1D,FHBHl1FHBHO,Hl1HO,D1~ACiflJ 
:0::40 M0=0: 
850 V3=I+1000+CCI+1000){V3)t(V3-I-1000) 
860 tmn' r 
8?0 L7FHC'FNüO 
880 Dl:3P "FW DE HO.J A''L " ,. PULSE C:Otff' 
890 ::;TOP 
90(1 I F 1<255 THEN .100 
910 DI SP "PARA GRABAR EH CASSETTE KEY1ª 
92~3 Et-!D . 
930 FORMAT Fr1.0,F4.0•F6 . 0 ,F 15.01F5.0,F7~01F3.012F10.0 . 
940 FORMAT F1 1.01F4. ü , 3X,F3.Q,F12.0,F5.0 oF7.0•F3.3i2F10.0 
950 FORMATY11.0•F;.0, 3x~ F 1 0~0,f5.0,F? . 0,F3.0•F1 0.0 ~F10.0 

Tabla VIII.- Listados. 
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INTRODUCCIÓN 

Cada vez es mayor la preocupac1on de las comunidades humanas por el 
medio .ambiente en que viven. Se organizan campañas contra la prolifera­
ción de centrales nucleares, contra el desarrollo fabril incontrolado, contra 
la paulatina transformación de ríos y zonas costeras en sucios vertederos, 
contr.a la ubicación de aeropuertos cerca de zonas urbanas, contra la crecien­
te construcción de vías urbanas de tráfico rápido y pesado, etc. 

Aquellos factores que definen la calidad del medio ambiente, desde el 
aire limpio hasta el silencio necesario para el descanso y la relajación, están 
sufriendo una deterioración paulatina, en muchos casos irreversible, que pue­
de considerarse hoy día como el problema más acuciante de las sociedades 
industrializadas, junto con el problema energético. 

Desgraciadamente el ruido preside gr.an parte de las .actividades que fa­
cilitan a la sociedad una serie de beneficios, hoy por hoy irrenunciables. La 
comunidad exige productos manufacturados que se fabrican con máquinas 
cada vez más potentes y rápidas; requiere' mayor movilidad y exige carre­
teras más .anchas para utilizarlas con más frecuencia y velocidad, que per­
mitan el paso de mayores cargas sobre camiones más potentes; no renuncia 
a sobreutilizar los vehículos privados en las ciudades. La comunidad en fin, 
quiere producir ruido y no oírlo u oír lo que desea y no lo que se le impone. 

En el mundo del trabajo puede observarse que la sordera profesional 
ya no está limitada a las tradicionales profesiones de chapistas, fundidores y 
pirotécnicos sino que se ha convertido en una enfermedad laboral en la ma­
yor parte de los sectores industriales. 

Crecen los parques .automovilísticos, se intensifica el servicio de las aero­
naves a reacción, las autopistas cruzan las ciudades y se extienden por toda 
la geografía, construyen pasos elevados a ras de ventanas y lo que no iba 
más allá de un problema laboral se ha transformado en un problema social. 

Existen razones, que dificultan tomar decisiones para una reducción de 
los niveles de ruido en el terreno industrial. El problema se agudiza en rela­
ción al ambiente cotidiano, donde el ruido no es más que una penosa mo­
lestia, difícil de cuantificar y mucho más de ponerle precio. Está suficiente-
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mente comprobado que es el ruido del tráfico en vías urbanas e interurba­
nas el factor dominante en el ruido ambiental. No es pues de extrañar, que 
los esfuerzos en este campo se dirijan al estudio del tráfico rodado en calles 
y carreteras como fuentes principales de ruido, tratando de determinar las 
variables que dominan ei proceso de gener.ación, propagación y recepción 
del ruido. 

El ruido ambiente y el de tráfico por excelencia es una magnitud con 
contínuas y marcadas fluctuaciones en tiempo y espacio, correlacionada fiel­
mente con la actividad comunitaria. Es por esto que la medida del nivel de 
ruido en un punto y en un instante determinado suele decir muy poco de lo 
que puede ocurrir en otro punto o instante. De ahí las ventajas que supone 
el disponer de modelos matemáticos que, partiendo de las variables caracte-· 
rísticas del tráfico, permitan obtener los niveles de ruido en cualquier punto 
y a cualquier hor.a. 

Muchos modelos de ruido interurbano suponen un tráfico ideal con pro­
pagación sin obstáculos o barreras. Sin embargo, el tráfico en zon.as urba­
nas deja de ser flúido, varía considerablemente -de unas calles a otras, los 
efectos barrera de los edificios son muy notables y las fuentes de ruido 
(vehículos), sufren crecientes vari.aciones con la aceleración. 

Todo esto hace que los modelos para vías urbanas tiendan a ser mucho 
más complicados que los aplicables a vías interurbanas o de tráfico contínuo 
y rápido. Uno de estos modelos ( 1), asimila las fuentes sonoras del tráfico 
en una ciudad .a dos tipos ideales: fuentes sonoras lineales y fuentes super­
ficiales. Las primeras están caracterizadas por una potencia sonora constan­
te a lo largo de la línea que coincide con .aquellas vías urbanas donde la den­
sidad de tráfico obliga a mantener una separación entre vehículos mínima, 
por lo que con buena .aproximación se puede suponer que la serie discreta de 
fuentes se transforma en una fuente lineal de ruido. En .aquellas zonas 
donde la densidad de tráfico no permite .aplicar la aproximación anterior, se 
definen una serie de celdas de determinad.a superficie en las que se mueven 
fuentes discretas de ruido, de forma .aleatoria, permitiendo establecer una 
densidad de fuentes por unidad de superficie y por tanto una potencia acús­
tica por unidad de superficie. 

De esta forma cualquier punto de la ciudad estará sometido .a la contri­
bución de las fuentes lineales más cercanas y a la de las fuentes superficiales 
que le rodean. La suma de los niveles sonoros de estas contribuciones dará 
el nivel de ruido medio en cualquier instante. 

En el presente trabajo se ha estudi.ado la posibilidad de utilización <le 
ese modelo a un sector de la Ciudad de Santander, mediante la realiza­
ción de una serie de medidas de nivel de ruido en numerosos puntos de la 
ciud.ad y la obtención de los datos de tráfico que los generaban, contrastán­
dolos con los valores que deberían esperarse de la .aplicación del modelo 
mencionado. 

Por último, se estimó la necesidad de completar dicho estudio con la in­
clusión de otros índices matemáticos normalizados, lo que proporcionó una 
completa información del nivel sonoro mediante los niveles estadísticos que 
lo definen, para la posible confección de un mapa de ruido urbano en la zona 
de Santander donde se ha llevado a cabo el trabajo. 
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f.-EL RUIDO DE TRÁFICO 

I. 1.- Consideraciones generales 

Para describir el ruido se ha de atender no sólo a los caracteres físicos 
del sonido sino también a los efectos fisiológicos y psicológicos que el ruido 
produce. 

Por eso, especificar solamente el NPS (Nivel de Presión Sonora) genera­
do por una fuente acústica a determinada distancia, si bien da una medida 
objetiva de la magnitud acústica de la fuente, no proporciona una buena me­
dida, ya que hay que tener en cuenta que nuestro órgano de la audición no 
responde igualmente .a todos los tonos. El NPS mínimo que puede detectar el 
oído varía con la frecuencia del sonido, pudiéndose representar una curva 
típica llamada umbral de audición que define las áreas de silencio y audi­
ción referidas .a un receptor ideal ( fig. 1). Observándose además, que las per­
sonas que sufren pérdidas de audición tienen valores umbrales más altos. 

1 4 o DOLOR 

12 o 

100 
co 
"O 8 o 
CJ') 
o.. 60 z AUDICION 

40 

20 

o SILENCIO 

--r- ------r---..---r--
20 50 100 500 1000 SK HJK 1.51< 

Frecuencia, Hz 

Fig. 1 

Análogamente, cuando el NPS alcanza determinados valores (normal­
mente 130 - 140 dB si el sonido es contínuo), se puede establecer un umbral 
de dolor ya que la sensación auditiva se convierte además en sensación do­
lorosa. 

Por consiguiente, si se logra .ajustar el ruido inicial .a distintas frecuen­
cias a la curva umbral de audición, se tendrá una mejor información sobre 
la sensación subjetiva que ese sonido produce realmente. Una red de ponde-
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rac1on A, permite, simular la respuesta del oído. Cuando se mide el NPS con 
esta red, se obtiene el Nivel Sonoro en dB(A). 

Además, conociendo los NPS en dB para cada banda de octava, ponde­
rándolos con una serie de valores especificados para la red A y sumándolos 
logarítmicamente, se obtiene el Nivel Sonoro (NS) en dB(A). 

Sin embargo, con esta información, no se tiene todavía una representa­
ción fiel del ruido, ya que no se conoce con ello, su evolución temporal. Ade­
más, desde el punto de vista de la protección auditiva, que para obtener 
una valoración .adecuada del riesgo de daño, no se debe tomar tan sólo en 
consideración el nivel de l.a señal, sino que ha de atenderse también a la dura­
ción de su acción-, interesa fundamentalmente, evaluar la energía total di­
sipada durante cierto tiempo (concepto de Dosis de Ruido), para lo que de­
berán hacerse integraciones temporales mediante leyes adecuadas, obteniéndo 
así, una representación cuantitativa de los estados de molestia auditiva o ries­
gos de sordera. 

l. 2.-Niveles estadísticos que deiinen el ruido de tráiico 

La evolución temporal del ruido de tráfico puede obtenerse mediante un 
registro gráfico, pero es de mayor utilidad poder describirle dando un pe­
queño número de índices. Este objetivo se cumple con los niveles percen­
tiles L¡ que representan el nivel sonoro sobrepasado un i % del tiempo total 
de recepción. 

Los niveles percentiles usados habitualmente, son: 

L10 Nivel sobrepasado únicamente durante el 10 % del tiempo, repre­
senta prácticamente los picos de ruido. 

L50 Nivel sobrepasado únicamente durante el 50 % del tiempo, re­
presenta con bastante exactitud el nivel medio. 

L90 Nivel sobrepasado durante el 90 % del tiempo, representa con 
gran .aproximación el ruido de fondo. 

Para estimar el potencial de lesión auditiva de un ruido, se debería <le 
evaluar la energía sonora total disipada, por lo que para un ruido variable, 
se define el llamado Nivel Sonoro Contínuo Equivalente (Leq), que represen­
ta el Nivel Sonoro que tendría un ruido continuo y constante que en el mismo 
tiempo disipase igual energía sonora que el .analizado. 

Matemáticamente Leq es el nivel medio energético durante el tiempo T: 

[
1 ~ L/10 l Leq =10 log T ~O . dt 

calculable conociendo el nivel sonoro instantáneo L( t). 
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Si bien, la representación de los niveles de ruido a lo largo del tiempo 
es en general aleatorio (ruido de circulación), tiene interés teórico el caso en 
que sigue la ley de Gauss, demostrándose que si la distribución de niveles es 
gaussiana, el nivel percentil L5o y el Leq están relacionados mediante: 

Leq = Lm + 0.11 a2 

donde a es la desviación típica. 

El estudio experimental del grado de molestia manifestado por observa­
dores sometidos a variadas distribuciones de ruido, demuestra que se ajusta 
muy bien por una función (110 - Lio) del llamado Clima de Ruido, que 
mide las desviaciones entre las puntas sonoras y el ruido de fondo, lo que 
indujo a definir el TNI (Traffic Noise Index), como: 

expresando el primer término la variabilidad del ruido (Clima de Ruido) y 
el segundo, el nivel de ruido de fondo. El último término se usa para obtener 
valores numéricos convenientes. 

Otro índice de uso habitual, es el NPL (Noise Pollution Level), que tiene 
en cuenta a la vez, los niveles medios y la desviación típica, siendo para un 
ruido gaussiano: 

NPL Leq + 2.56 o 

Il.-MODELO UTILIZADO 

En la literatura reciente relativa al ruido urbano se han propuesto di­
versos modelos con el objeto de conocer los principales factores que contri­
buyen a originar el ruido y la cuantía de esa contribución, lo que permite no 
sólo predecir la situación y evolución de los niveles de ruido, en determinado 
lugar, sino también intentar minimizar los niveles existentes incidiendo sobre 
las causas que los originan. Algunos de estos modelos se diseñaron para pre­
decir niveles de ruido ambiental en áreas homogéneas de una ciudad. Otros 
modelos fueron específicamente desarrollados suponiendo volúmenes de tráfi­
co elevado y en condiciones de circulación ininterrumpida, por lo que no 
resultan aplicables para la predicción de los niveles de ruido derivados del 
tráfico en las calles de una ciudad ordinaria, en donde existen calles princi­
pales que poseen semáforos y calles laterales con señales de "stop". 

Un modelo en el que se tienen en cuenta todos estos factores (1) su­
pone, que los niveles de ruido de tráfico y sus variaciones temporales se 
originan por el flujo intermitente de vehículos ligeros y pesados, distribuidos 
de modo que las calles principales pueden asimilarse a fuentes lineales y el 
conjunto de las restantes a un mosaico de fuentes sonoras extensas, 
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Las características más sobresalientes del modelo son: 

Sólo se tienen en cuenta dos tipos de fuentes puntuales de ruido, los 
vehículos ligeros (turismos, motocicletas, etc.) y los vehículos pesados 
(camiones, autobuses, vehículos de transporte colectivo, etc.). 

Todas las calles o avenidas con flujos de tráfico superiores a 500 
vehículos por día, son tratadas como fuentes lineales de ruido. 

Todas las demás zonas urbanas se consideran, de manera colectiva, co­
mo fuentes extensas de ruido, cada una de ellas caracterizada por tener 
una intensidad de ruido definida por sus especiales características ur­
banas. 

Cada fuente lineal se subdivide en segmentos homogéneos de tal mane­
ra, que a todos sus parámetros se les supone idénticos. 

Cada segmento está definido geométricamente por las coordenadas car­
tesianas X, Y de sus puntos extremos, y en cada segmento hay que con­
siderar los siguientes parámetros: el volumen de tráfico total ( Qd }, el 
número de semáforos (t) y el número de carriles en la calle (n). 

A partir del volumen de tráfico total diario y el porcentaje P de tráfico 
a una hora dada, es posible calcular el volumen medio de tráfico Q (en 
vehículos por hora) en un tiempo dado en un segmento considerado, 
como: 

Q = Qd p / 100 veh . h- 1 

Como la composición de tráfico, viene dada por vehículos ligeros y 
vehículos pesados, -teniendo lógicamente diferentes espectros de dis­
tribución de ·energia sonora-, se puede expresar el tráfico pesado 
(autobuses, camiones, etc.) como un porcentaje p del tráfico total a 
una hora dada. 

El número total de vehículos presentes simultáneamente en un segmen­
to de longitud 1 (en metros), viene dado por: 

Ns= O [3.V6 L+d] 
3600 

Este número de vehículos Ns puede considerarse como la media del 
número Ni de vehículos ligeros a velocidad V en un instante dentro de dicho 
segmento: 

(1-p)-Q-l 

1000 V 
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del número N2 de vehículos pesados que viajan a velocidad V en un instante 
dado dentro del segmento: 

p-Q-1 

lOOOV 

del número Na de vehículos ligeros al "ralentí" (ruido emitido como s1 los 
vehículos estuviesen moviéndose a velocidad V = 40 km/h): 

7 (1 - p) Qd 

8 - 3600 

del número N, de vehículos que aceleran con velocidad V: 

(1-p) Qd 
N. 

8 - 3600 

del número Ns de vehículos pesados al "ralentí" (ruido emitido como si los 
vehículos se moviesen con velocidad V = 35 km/ h): 

7 - p - Q - d 

8 - 3600 

y del número N6 de vehículos pesados que aceleran con velocidad V, que vie­
ne dado por: 

p - Q - d 

8 - 3600 

En las expresiones anteriores se ha supuesto que el período de acelera­
ción d.e los vehículos representa un octavo de la duración de la demora en 
el segmento siendo posible determinar cuántos vehículos, tanto ligeros como 
pesados, se encuentran al "ralentí'', acelerando o moviéndose con velocidad V 
al mismo tiempo dentro del segmento considerado. Por todo ello, el tiempo 
medio total de viaje a lo largo de un segmento de longitud 1 será: 

3.6 - 1 
+ d segundos 

V 

donde el primer sumando representa el tiempo de tránsito y el segundo la de­
mora en dicho segmento. 
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El modelo supone que para densidades que estén por debajo de 100 
vehículos por kilómetro y carril, la velocidad de crucero V de los vehícu­
los decrece linealmente con el volumen de tráfico según: 

km/ h 

donde k1 representa la velocidad máxima permitida en una vía urbana 
( 60 km/ h), y el coeficiente k2 debe evaluarse a partir de un estudio del 
tiempo de viaje a lo largo del segmento. 

También se admite que la demora o retraso medio d para todos los 
vehículos que se aproximan a una señal semafórica es igual a ( 2): 

d RZ / ,2 (R+G) (1-p ) segundos 

donde ·R es la <luración de la fase roja (seg.), G el de la fase ver­
de (seg.) y p mi factor, denominado. "grado de saturación", relac.ión 
entre qa (número de vehículos que llegan por unidad de tiempo) . y qd 
(número de vehículos que parten por unidad de tiempo). El ca\ldal de 
llegada puede tomarse como el volumen de tráfico Q/ 3600 .. Según datos 
experimentales y suponiendo que la longitud de la fase roja R es igual 
a la de la fase verde G, resulta que el. número de vehículos que salen por 
unidad de tiempo (seg.) es: qd = n(2R+5- V20R-15)/ 4R veh/ seg. 
Por la misma consideración R = G, resulta que el retraso medio· vien·e 
entonces expresado, por : 

R 
d = segundos 

2( 1-Q/ 3600qd ) 

en donde sustituyendo el valor -de qd resulta: 

15 
d = segundos 

l - Q/ 1224- n 

Si t es el número de semáforos en un segmento dado, el retraso medio 
total es igual a: 

15 t 
d = segundos 

l - Q/ 1224-n 

Si la potencia acústica total irradiada por un .total de· Ns vehícµlos en 
un segmento de calle en un instante dado, se supone uniformemente dis­
tribuida .a lo largo de él, la potencia lineal acústica Is· de la fuente li­
neal de longitud total l¡. viene dada por: 

I D~ -9 Ns SPL¡/10 
s=-10 ¿: 10 

1 1 
W/m 
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donde SPL; es el nivel sonoro en dB(A) de cada uno de los seis vehículos de 
la clase i .antes mencionados, Dm es ),a dist¿ncia, 15 metros, de referencia 
en las medidas del SPL ¡ y 10-9 es la intensidad de referencia: 

lo = l0 - 9 erg. s- 1 cm.- 2• 

La intensidad acústica en un punto receptor debida a una fuente li­
neal AB, viene dada por: 

Ir =Is ·1B e -0<D . dx = Is. G W/m2 [l] 
o2 

A 

donde D mide la longitud desde el putlto receptor R (situado a cualquier 
distancia de la fuente), de coordenadas (Xr Yr ), y dx es un segmento ele­
mental. Asimismo, o< es el coeficiente de absorción atmosférica y G el "tér· 
mino de propagación". (fig. 2). 

y 

X 

Fig. 2 

Aunque a depende de la frecuencia, se ha demostrado que los cálculos 
pueden llevarse .a cabo utilizando una absorción media de 4 dB por kilómetro, 
cometiéndose un error del orden de 0.2 dB, que puede considerarse despre­
ciable. 

El término de propagac10n puede escribirse así: 

= - exp 0 
• d f3 G 1 ~<P [ - 0( o ] 

00 
0 sen (e +B"l [2] 

donde Do es la altura del triángulo (fig. 2) trazada desde el vértice R (situado 
en el punto receptor) al lado opuesto que resulta ser el segmento de fuente 
lineal considerado AB y e y 0 los ángulos en A y R respectivamente. 
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A la vista de la fig. 2, la expresión [2] se obtiene de realizar las siguien­
tes consideraciones : 

ºº D=-----
sen (e+ f3 l 

sen 13 X = Da -----,-­
sen le+ 13} 

Do dx=--- ---
sen2 (0+BJ 

dl3 

Por tanto, sustituyendo en [l] , se tiene : 

G¡ - -- eXp - ~A e-o<¡D - 1 ~<p 
B 02 Da o [

-°'¡----'--Do ].d B 
sen (e+ 13} 

La exponenciai puede desarrollarse en serie y cada término ser integrado 
separadamente de manera que: 

con 

y para i :;;.2 : 

e ro 
G=-+~T¡ 

Do i==1 

T1 =~{1n tg(e/2} -In tg(0+<p)/2J 

T2 =0<
2 Da {cotag e - cotag( e + cp J }/ 2 

T - ----- - . · -(i-2) O< 
0 ·li - 2 

(-1)i - l0<iDoi - l [ cos(0+CJ!J ces e ] 2 O 
1 

- (i-1) i seni-1(0 +cp) sen 1- 1 e (i-1)2 i 

y Ta= e/00 

La sumac10n iterativa se para tras el término T K si su contribución al 
total es menor del uno por ciento, esto es, se trunca el desarrollo en el tér­
mino que contribuye en menos de un 1 % del total anterior, con lo que un 
error del 2.3 % en el término de propagación originará un error de tan sólo 
0.1 dB al nivel de ruido en el receptor. 

La continuación de las fuentes sonoras superficiales se calcula sustitu­
yéndolas por un conjunto de cuadrados de 250 ó 500 metros de lado centra­
dos en ellas, que irradian una energía sonora constante, dependiente de la 
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densidad del parque automovilístico en ellas, caracterizándose cada una por 
un factor de ponderación W que varía de O a 10 según su densidad de vehícu­
los, asignándose el valor O cuando está comprendida entre O y 200 veh/ km2, 

el 1 si lo está entre 200 y 400, y así sucesivamente. 
El cálculo de densidades de tráfico en una fuente sonora superficial de 

"a" m2 (250 x 250 ó 500 x 500 m2) y factor de ponderación W (O a 10), 
se hace teniendo presente el procedimiento de Shaw y Olson's (3) y los datos 
estadísticos existentes para el área considerada. 

El tráfico local representa el 17 % del total y sigue la misma evolución 
temporal que las fuentes lineales. La densidad de vehículos en movimiento en 
un área en una hora determinada se da por: 

1 
Na= 480 

PWK 
'2.Wa2 (veh/km2) 

donde K representa el número total <le vehículos censados en la zona, P el 
porcentaje del volumen medio de tráfico diario en una hora determinada, 
W el factor de ponderación que caracteriza al área, y "a" es la longitud del 
lado de la cuadrícula que encierra el área (250 ó 500 metros). La resultante 
o sumatorio es par.a todas las áreas de la región objeto de estudio. Los vehícu­
los se consideran que viajan a una velocidad media de 40 km/h, y que el 10 % 
aproximadamente de ellos, están acelerando. En definitiva, cada área queda 
caracterizada por dos coordenadas que definen su posición en Ja red de re· 
ferencia, el valor del lado "a" del área y la intensidad Na en un tiempo <lado. 

Para una fuente sonora extensa, la potencia acústica I ¡ por unidad de 
superficie viene dada por: 

La intensidad .acústica debida a cualquier área en un punto receptor R, 
viene dada por integración, sobre la superficie del área, de la contribución 
de una superficie elemental dx.dy a una distancia D del receptor R, esto es: 

El problema se simplifica considerablemente, debido a que no es preci­
so extender la integración a todas las fuentes superficiales, ya que experi­
mentalmente se observó que el nivel de ruido en el receptor situado a más 
de 125 metros de una de ellas, no superaba los 47 dB(A), bastando en todos 
los casos tener en cuenta la contribución de cuatro subáreas iguales .alrede­
dor del receptor. 
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111.- APLICACIÓN DEL MODELO. MEDIDAS Y RESULTADOS 

111.1.-Consideraciones generales 

Evidentemente, un estudio más profundo debería incluir también como 
parámetros significativos la anchura de la vía, la pendiente de la calle y el 
apantallamiento por edificios, obstáculos, arbolado, j ar din es, etc. Además 
habría que introducir un parámetro de ponderación para el ruido <le :fondo 
que diera cuenta del entorno acústico: zona comercial, industrial, colegios., 
obras, etc. 

En primer lugar, se determinaron los valores de los parámetros· carac­
terísticos de la siguiente forma: El flujo de vehículos Q, se obtuvo a partir 
de datos facilitados por el Centro de Control de Tráfico del Excmo. Ayun­
tamiento de Santander. (El sistema de contaje de vehículos instalados por el 
Municipio, se basa en los impulsos de tensión que experimenta una bobina 
por el peso de los vehículos, situada bajo el asfalto y cuya señal es enviada a 
la Unidad Central de Proceso, donde es detectada y transmitida a un teletipo). 

1600 

1500 

1 400 

1300 

1200 

1100 

'lQOQ 

900 

800 

500 

500 

400 

300 

200 

100 

3 4 8 9 10 11 12 t3 14 15 16 17 18 19 20 21 22 23 24 1 
Hora.a d e l día · 

Como el dispositivo de recuento automático de vehículos no discrimina si 
se trata de vehículos ligeros o pesados, hubo que determinarlo experimental-



(t: 

~, "' CI) 
w iS _, 

~ ~ g ::;· 
N a: 

CI) 
w 

w 
o 

~ 
z 

CI !::: >-~ 
" 11 w ~- i CI) 

-
D. 

,z 

u 

-;.:·., -·-.. ·-· ..... _,_ .. ., ..... .,.,,., .. ,.,. ·-·-········ ..... ,_ .......... . . 



128 S. GARCIA P. - A. GARCIA S. - A. DE SANDOVAL - E . VILLAR 

mente. El porcentaje de vehículos pesados, p, en el flujo total Q, se estimó 
en primera aproximación, en un 20 % y.a que durante las horas diurnas, el 
principal componente del tráfico pesado lo constituyen los autobuses urbanos, 
por estar reglamentada la carga y descarga de mercancías así como l.a reco­
gida de basuras fuera de esas horas. Sin embargo, l.a hipótesis inicial de 
p = 0.2, fue reducida .al valor definitivo de p = 0.18 por muestreos directos. 

La velocidad media V de los vehículos, se tomó como una función lineal 
decreciente del flujo de tráfico, de acuerdo con la expresión ya indicada: 
V = 60 - 0.032 Q/n (km/ h), que tiene en cuenta la limitación de velocidad 
a 60 km/ h. y la regulación semafórica. La constante 0.032, se determinó por 
correlación, obteniéndose los valores experimentales del velocímetro de un 
turismo R-5 y del valor Q proporcionado por el Centro de Control de Tráfico. 

Está claro, que los parámetros: d, n y t dependen del lugar en que se 
ubique el observador, así por ejemplo, para el punto P.P. referido a los ejes 
que se indican (Fig. 3), resulta: d = 25 m., n = 4, y t = 4 .. En dicho punto, 
se puede considerar dominante la aportación de la fuente lineal emisora de 
ruido JK, en orden a considerar el apantallamiento provocado por las edifi­
caciones del Paseo de Pereda, .adyacentes .al segmento para las fuentes exten­
sas posteriores, en las que el decremento de ruido medio es menor de 6 dB 
y que por tanto, -de acuerdo con gráfica de contribución del ruido de fon­
do al ruido total ( 4.)-, resultaría ser menor que 1 dB. Es por esto, por lo que 
puede considerarse como única y exclusiva fuente de ruido, la originada por 
dicha vía (fig. 4). 

J 

°'----Jl_e 
546 m. 

1 
1 
25m. 
1 
j 

- r+cfi, ----
·-t . .¿_.'-·- -

P.P. 

Fig. 4 

8 ::; 5°13' 56 11172 
cp::; 169°32 1 7" 656 

El programa, elaborado para la calculadora suministra los valores de los 
niveles percentiles L10, Lr-o y Loo, así como los TNI, NPL y CR a lo largo de 
las veinticuatro horas del día, obteniéndose los resultados que se muestran en 
la siguiente página. 



HORAS L<10) HIVEL MEDIO U90) 

1.0. - 2.0 

2. 0 ~ 3.0 

L(10 )= f"9 .6 L<50) = 67 . 6 L~90)= 63.5 

u 10 )= 78. 9 L<5c1) = 6:3 , o L<90 ):= 61 . 5 

3.0 4.0 

4.0 - 5 .0 

~.0 - 6.0 

L<10)= 76.3 .LC50 > = 63 . 1 L<90>= 55. 0 

L(10> = 74 . 7 LC50) = 5~¡8 ( ( 90 )= 51 .1 

L<10 >= 73.l LC50 ) = . 56~~ LC9Ó)= 47;2 

L C IO)~ ·71J.7 L(50 ) = 51 . 1 L<90 )= 41.3 

L<lB >= 11 .8 LC50 ) = 53 . 5 LC90 >= 44 .0 

LC10 ) • 76.2 LC5b ) = 62.9 L(90)= 54 . 8 

6. ·0 - 7. ·0 

7. 0 

8. [i 

'3. 0 

10. 0 

l 1. €1 

12.0 

1:3. o 

14. 0 

15 .0 

16 . o 

17.0 

18.0 

19 .1) 

20.1) 

21 . 1) 

22. (1 

2:3, 0 

24,0 

8.0 

9.0 

10.ü LOO> = 79. 7 U50) = .69 .. 3 L(90 )= 63 . 7 . 

11.0 U10 )= 80. 0 U50) = t.9 . l L<9tl)= 64.3 

12.0 Ulü )= t30 . 6 L(5(1 ) = 7ei . 7 LC90 ) = 66.2 

13 . 0 U10)= 81.2 1,. (5(1) = 7J.4 LC90>= 67, 7 

14.0 Ulü )= 8<:.o u50; = 72.1 i....<90>= 70 . 3 

15. 0 L ( 10 >= 82 . 7 L(5[1) = 72. O L(9ü)= '?2. 8 

16 . O L<1ü)= ::: 1.·6 U5ü) = 71. 7 LC9ü ) = 68 . 9 

17 .0 L<1 0>= 81.1 U5(1) = ·71. 2 L<90) = 67 . ~l 

18. (1 L( l ü ) = :::[1, 6 l.(50) = 70. 7 L<90 ) ,. 66 . 1 

19. o L( 1 o ) = :::o. Si L( 50) = ? 1. t' L( 9(1) = 66. 8 

20.0 LC10 )= 81.9 LC50) • 72.~ ~(90 ) = 69~9 

21.0 L(10 ) = 82 . 4 1- C50 ) . • 72 .1 LC90) = 71.6 

22.0 

23.0 

24 .0 

25.0 

L()ü )= 82 .. 5 U50) = 72-, 1 L(9ü ) = 71 . 9 

LC10) = 81.1 L(50). = 7 1. 3 L(90 )= 67.6 

L( IO) = eo ,5· LC50) = 70 . 5 LC90) = 65 . 7 

LC10 ) = 79 .5 LC50) = 69.0 LC90 ) = 63.0 

TP.11FFIC NQ.ISE HrnE:,; lfOISt:: POLLUTIOH LE \JEL CLIMA I1E RU!DJ) 

TNI = 98.~ 
TNI = 101.0 

TNI = 110.3 

TNI = 115, 7 

TNI = 121;1 

THI = f29. 0 

TNI 

TNI 

TNI 

TNI 

TNI 

TN I 

TNI 

TNI 

TNI 

TN I 

TN[ 

TNI 

TNI 

TNI 

TNI 

TNI-

125 . 4. 

11 0.6 

·~?. ·~ 

96 .. 9 

94. 0 

91. 6 

:37 ;2 

::: 2 . 6 

8'3 . 6 

n.1 
94. 1 

'33 . 0 

87 . 9 

84 . '34 

:::4 . 3 

91 . 8 

TNI ·= 94 .7 

TNI = 98 . 8 

NPL = 93. 5 

NPL = 94 . 7 

llPL ·98 .. 5 

tlPL = 101.0 

t'lPL = 103 •. 7 

NPL = 1.07. 8 

N°F'L. = 105 . Q 

t·lPL = 98. 7 

HPL = · 9~: . 4 

NPL 

N~ 

NPL 

NPL 

NPL 

NPL 

NPL 

N~L 

NPL 

NfL 

NPL 

NPL 

NPL 

NPL 

NPL 

s:3 ;0 

92 .. 0 

91. 1 

::: 9 . 5 

"8i.'3 

90.4 

91. 3 

92.0 

9i. 6 

89 . S 

e:::. 7 

88 .5 

'?1.2 

92 . 2 

9 :3 . 8 

tic = 16.2 

M.C = 1.7 . 4 

Ni:: ~1 . 3 

NC ;: 2:3. 7 

!lC '= 26. 0· 

HC = 29. 4 

!-le 

tlC­

NC 

27 . 9 

21. 5· 

16 . 1 

t-lC = · ¡5;6. 

HC 1.4 . 5 

NC ,; 13 . 5 

MC • 11. 7 

t-lC 10 . (}! 

tlC = 12 . 7 

HC = 18 . 7 

NC = 14 . 5 

NC = 14.1 

NC • 1 2 . ~ 

MC = 10.8 

HC = 10. 6 

MC 

tlC 

t·lC 

' "' · 5 
14 . :3 

16 .4, 
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IIl.2.-Criterios de medida 

Con el fin de determinar directamente los niveles experimentales de rui­
do ambiental, se procedió a una campaña sistemática de recogida y análisis 
de datos, durante el período comprendido entre el 4 de febrero y el 4 de abril 
de 1977, de acuerdo con los siguientes criterios: 

En primer lugar, puesto que se trataba de describir el ruido ambiental 
provocado por el tráfico rodado, se decidió descartar aquellas zonas que 
están excluidas de circulación o en que a priori, se consideró que el 
ruido provocado por ellas no era dominante, como es el caso de las 
calles comerciales paralelas y posteriores a la fuente lineal donde se en­
cuentra el Paseo de Pereda, así como las zonas residenciales. Se decidió 
centrar el estudio en las tres vías (fig. 3), compuestas por segmentos 
cuyos parámetros característicos se muestran en la página siguiente, se­
leccionando en ellos, 24 emplazamientos para la toma de datos. En cada 
uno, se recogieron cuatro muestras a horas distintas, con el fin de to­
mar las horas de mayor flujo de tráfico de la mañana ( 12 a 13 h.) 
y de la tarde ( 19 a 20 h.), así como aquellas en que la densidad de trá­
fico fue considerada como media (9 a 10 y de 17 a 18 h.) de la maña­
na y tarde respectivamente. En total, fu~ron recogidos 96 registros, lo 
que totalizaron 1.920 minutos de grabación. Las muestras, se tomaron 
durante los días laborables a lo largo del período indicado, excluyendo 
por tanto, los días festivos, en los cuales el flujo de tráfico y la activi­
dad normal de la comunidad deja de ser genérica. 

Se rechazaron los días meteorológicamente desfavorables, es decir días 
con lluvia, viento fuerte y humedad alta, debido a que el ceoficiente de 
absorción medio que se estimó ( a = 0.004 dB/km.) es válido sólo para 
temperaturas comprendidas entre O y 30º C. 

Dado que cuando el viento actúa sobre el micrófono, produce un 
ruido considerable, para minimizarle se empleó una pantalla especial for­
mada por una esfera esponjosa de poliuretano que además, lo prote­
gía del polvo. 

Asimismo, aunque en las especificaciones del micrófono se admite 
una tolerancia en la humedad relativa de hasta el 90 %, no se creyó 
conveniente tomar muestras cuando excedía del 60 %. 

No se tuvieron en cuenta las variaciones de la presión atmosférica 
sobre la sensibilidad del micrófono, ya que para el empleado, una va­
riación de presión atmosférica de ± 10 % supone una variación en el 
nivel sonoro menor de ± 0.2 dB, y .además se calibró el micrófono con 
un pistófono en cada registro, con lo que quedó corregida en gran par­
te su posible influencia. 
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Coordenadas Coordenadas Núm. de 
Longitud iniciales finales Núm. de señales o Segmento (metros) carriles stop 

X¡ Y¡ X¡ Y¡ 

AB 415 o 14 410 75 4 4 
BC 525 410 75 980 150 4 4 
CD 34.S 980 150 1.275 140 3 3 
DE 180 1.275 140 1.427 55 4 2 

DF 175 1.275 140 1.452 125 2 2 
FE 70 1.452 125 1.427 55 2 3 

GH 75 1.542 110 1.527 45 2 3 
FI 300 1.4.52 125 1.74.2 77 2 3 

FJ 315 1.427 55 1.735 13 4 4 
JK 546 1.735 13 2.277 -32 4 4 
KL 245 2.277 -32 2.525 -40 4 4 

ALL 90 o 14 o 210 2 4 
LLM 555 o 210 400 485 2 2 

MN 405 400 485 805 575 4 4 

NN 455 805 575 1.212 782 4 2 
~o 350 1.212 782 1.562 717 4 1 
OP 250 1.562 717 1.794 630 4 2 

PQ 450 1.794 630 2.245 605 4 2 

QR 425 2.245 605 2.663 615 4 2 

BS 185 410 75 356 252 2 2 

ST 105 356 252 4,90 266 1 o 
TU 640 490 266 1.130 310 1 o 
uv 80 1.130 310 1.200 350 2 1 

vw 580 1.200 350 1.764 240 2 4 

wx 430 1.764 240 2.200 225 2 o 
XY 50 2.200 225 2.242 250 1 o 
YZ 115 2.242 250 2.360 245 2 2 

ZN 210 2.360 245 2.525 355 2 2 
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III.3.-lnstrumentación 

El equipo utilizado para el registro sonoro, en los distintos pun­
tos seleccionados, fue el que se describe a continuación (fig. 5): 

a b 

00 

e 

Fig. 5 

r" I> 
f 

a.-Pistófono normalizado con salidas constantes de 114 dB a las 
frecuencias de 125, 250, 500, 1.000 y 2.000 Hz. para el regis­
tro preciso de los niveles de señales en la gama de audio. 

b.-Micrófono de condensador ·de l" de diámetro, de campo libre, 
sensibilidad so· m V / Pa, tensión de polarización 200 V., gama 
de frecuencias de 2.6 Hz. - 18 KHz. y gama dinámica 10-
148 dB con el preamplificador utilizado. 

c.-Trípode portátil para el micrófono. 

d.-Preamplificador de micrófono adosado a la extensión de ca­
ble ( 3 metros) que une el micrófono con el registrador de 
cinta magnética. 

e.-Registrador magnético de precisión, provisto de cinta magné-
tica, con respuesta plana en frecuencia entre 0.026 y 10 KHz. 

f.-Amplificador de Medida. 

g.- Registrador de Nivel Sonoro. 

h.- Analizador de distribución estadística. Aparato para resolver 
el margen de escritura del Registrador de Nivel en 12 interva­
los de clase, proporcionando la distribución de los niveles re­
gistrados. 

Ill.4.-Recogida y análisis de datos 

El micrófono se situó al borde de la calzada, a un mm1mo de 
3 metros de cualquier superficie reflectante, a una altura de 
1.2 m. del suelo y dirigido hacia el flujo de tráfico con un án­
gulo de aproximadamente 70° sobre la horizontal con el fin de 
asegurar la omnidireccionalidad a .altas frecuencias. 

La señal microfónica convenientemente preamplificada se re­
cogió en el Registrador magnético para su posterior análisis. 
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Previamente a cada registro, se procedió a grabar una señal 
contínu.a de 114, dB procedente del pistófono con el fin de conse­
guir el perfecto calibrado de la cinta magnética. 

El análisis de cada una de l.as muestras tomadas en los dis­
tintos emplazamientos de la Ciudad, se realizó en el laboratorio 
de la siguiente manera: Los registros sonoros, se hicieron pasar 
por el Amplificador de Medida, donde se amplificaron y ponde­
raron en "A", llevando posteriormente la señal al Registrador de 
Nivel y de éste, finalmente, .al Analizador de distribución estadís­
tica. En la fig. 6, se puede apreciar un oscilograma de una parte 
de un registro sonoro. 

Con los datos proporcionados por el Analizador estadístico, 
se obtuvo el histograma representativo de la variación del nivel 
sonoro durante el período de la medida. A partir de él, se deter­
minó la dosis de ruido, el nivel sonoro contínuo equivalente, los 
niveles percentiles L10, Lso y L90 y los niveles TNI, NPL y CR. 

En la siguiente página se expone una muestra del análisis esta­
dístico de uno de los 96 registros recogidos. En cada uno de 
ellos, se escribieron en las casillas de "cuentas acumuladas", las 
cuentas señaladas en cada una de las 12 ventanillas del Analiza­
dor ·de distribución estadística. El número de cuentas totales en 
cada registro, fue de 9.000, a razón de 10 cuentas por segundo, 
dado que la duración de cada registro era de 20 minutos. A con­
tinuación se indica, en papel probabilístico, la repartición de los ni­
veles de ruido a lo largo del tiempo. Una vez ajustada la distribu­
ción de puntos, se obtiene que para el 10, 50 y 90 % del tiempo 
respectivamente, quedan determinados los niveles percentiles Li0, L50 

y L90• En la actualidad existen analizadores de nivel sonoro, que 
muestrean la señal de entrada de forma contínua y la dividen en 
356 clases de nivel en una gama dinámica de 64 dB y calculan 
Leq, L10, L50 y L90 o cualquier otro valor percentil de L, desde 
Li a L99, elegible en saltos de l. 

El procedimiento usado para la determinación del Nivel So­
noro Contínuo Equivalente se b.asa en la exposición parcial de f 
obtenida, mediante la fórmula: 

donde N es el número total de cuentas que no debe de ser infe­
rior a 1.000 (en nuestros registros: 9.000), n el número de cuen­
tas no acumuladas en cada intervalo y g un factor de pondera­
ción p.ara cada uno de ellos. A partir de los valores parciales de f y 
previa suma se obtiene el valor de Leq utilizando la escala del 
nomograma de la fig. 7. La Tabla I, da los valores de "g" corres­
pondientes a los· distintos valores del nivel sonoro. 
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ANA LISIS E S T ADISTICO 

PROYECT.0: S ITUACION: 

EFOLODESYNDR 
PUNTO 04 

OPVELCDS -
C

0

ALL.E ;:ieeus ~E MONl>ISTERIO 

REGISTRO N.• 48 DURAC.ION: FECHA: LUNES HORA: 

JS MINUTOS 14 DE MARZO l>E 1·'377 n,15 MARANA 

PERIODO: 1 N." C UENTAS: 9000 1 
FEeRERO Y M.&.RZO 1 77 (10 CUENTAS POR SEGUNDO) 

N." CUENTAS % TIEMPO ANCHURA N.• C UENTAS %TIEMPO ANCHURt 
AClJ"1ULADAS OAtUMOl.ADAS • tUIWtADAS HOAt \IMIJIAOob 

1 9.000 o JOO o/o <.40 dB(.A) 7 8. 476 2.485 94,17% 65·7o dBCA 

2 9.000 o ~00% 4o-4S ds(A) a s.991 .3.976 66,56 % 7o-7SdB(/lo 

3 9.000 o .loo% 45-50 dB(A) g 2.015 ~.669 22,31? % 75-110 dB(r\ 

4 9.000 o Joo% 50-SS' dB (A) 10 346 330 3,84 % Ro-SS ds(A: 

~ 9.000 ./¡2 Joo% 55"-60 ds(A) ,, ~6 J6 0,111% ss-90 daCA) 

6 8.958 428 99,53% 60-65' dB(A) 12 o o 0% >90de(A) 

1 POTENc10MeTR0: 50 ds(.A)j 1 ATENUADOR; 
BASE' S'O dB(A) 1 

COMENTARIOS 
COllDICIONE'S CLIMll.TOLOGIU.S. -

TiiMPERATU~A ~ J5',4°C 
PRESION : MEDIA / 748) OSCILACION J, 6 
\/IENTO : DIRE'CCION l)Ol<ll NANTE' : su~ 

VELOCIDAD MAXIMA : 40 Kl'flS. POR HOAA. 

NIVELES l>E RUIDO.-

L10: 77 dB(A) L50 : 71 de(A) 4o: 66dB(A} 

Lei¡ ,. "/~ dB(A) THI :: 82 dB(.A) NPL :: 85 de(A) 

Análisis estadístico de un registro 
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L dB(A) g 

1000 

40- 45 .. . 0.000018 

100 
45- 50 ... 0.000056 
50- 55 ... 0.00018 
55- 60 .. . 0.00056 

10 60- 65 ... 0.0018 
65- 70 ... 0.0056 

90 70 - 75 ... 0.018 
75- 80 . .. 0.056 
80- 85 ... 0.18 
85- 90 .. , 0.56 

0.1 

90- 95 ... 1.80 
95 - 100 .. . 5.60 

100 - 105 . .. 18.00 
105 - 110 ... 56.00 
110 - 115 .... . . . 180.00 
115 - 120 . .. ... 560.00 

50 0.0001 
L f 

eq 

Fig. 7.-Nomograma para el cálcu­
lo del Nivel Sonoro Continuo 

Equivalente. 

Tabla !.- Valores de "g" para el cálculo 
del Leq utilizando análisis estadístico. 

Anchura del intervalo : 5 dB(A). 

Aplicado al caso anterior, resulta Leq = 74 dB(A). 

El cálculo del Traffic Noise lndex (TNI), se realizó a partir 
de los niveles percentiles Lio y 190, mediante la expresión: 

TNI = 4 (Lio - L90) + L90 - 30 

y el del Noise Pollution Level (NPL), .a través de: 

NPL = Lso + (.L10 - Lio) + 
(Lio - Loo)2 

60 

y finalmente, el Clima de Ruido ( CR), según: 

NC = L10 - Loo dB(A) 

dB(A) 

dB(A) 
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Los niveles estadísticos medios a las horas del día en los distintos puntos 
considerados, fueron los siguientes: 

9-10 12-13 17-18 19-20 9-10 12-13 17-18 19-20 

PUNTO DE REGISTRO: ()() PUNTO DE REGISTRO: 04 

Lio 82 81 78 81 L10 83 77 77 81 
Lw 75 74 72 74 Lw 70 71 72 73 
Loo 68 66 65 66 Loo 63 66 66 65 
Leq 77 78 75 78 Leq 74 74 74 78 
TNI 94 95 87 96 TNI 113 82 91 99 
NPL 92 92 88 92 NPL 97 85 89 93 

PUNTO DE REGISTRO: 01 PUNTO DE REGISTRO: 05 

L10 79 91 80 97 L10 80 80 80 81 
Lw 72 81 73 83 Lw 74 75 70 72 

Loo 65 73 67 75 Loo 69 70 62 62 
Leq 76 86 75 88 Leq 78 77 74 80 
TNI 93 115 89 133 TNI 83 80 104 108 
NPL 90 104 89 113 NPL 87 87 93 97 

PUNTO DE REGISTRO: 02 PUNTO DE REGISTRO: 06 

L10 76 79 80 80 L10 79 81 77 80 
Lso 67 73 67 75 Lso 73 76 70 72 

Loo 52 67 60 70 Loo 68 70 63 66 
Leq 71 75 69 80 Leq 76 78 72 77 
TNI 118 83 110 80 TNI 82 82 89 92 
NPL 101 87 94 87 NPL 87 88 87 89 

PUNTO DE REGISTRO: 03 PUNTO DE REGISTRO: 07 

Lio 75 79 79 81 L10 81 81 79 81 
Lso 66 73 73 73 Lso 73 73 70 74 
Loo 53 66 67 65 Loo 66 64 62 67 
Leq 71 74 75 77 Leq 78 78 76 78 
TNI Jll 88 85 99 TNI 96 101 100 93 
NPL 97 88 87 93 NPL 92 94 92 91 
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9-10 12-13 17-18 19-20 9-10 12-13 17-18 19-20 

PUNTO DE REGISTRO: 08 PUNTO DE REGISTRO: 13 

L10 81 79 80 82 L10 77 81 76 79 
Lso 72 75 71 73 Lso 72 74 70 69 
Lgo 62 71 63 66 Lgo 66 67 63 61 
Leq 77 78 77 78 Leq 74 78 72 75 
TNI 108 73 103 100 TNI 82 93 85 102 
NPL 97 84 94 93 NPL 85 91 86 93 

PUNTO DE REGISTRO: 09 PUNTO DE REGISTRO: 14 

L10 75 80 77 81 L10 81 80 81 80 
Lso 69 74 70 72 Lso 73 74 73 73 
Lgo 59 69 63 67 Lgo 66 69 65 66 
Leq 72 77 73 77 Leq 77 78 77 76 
TNI 87 83 91 93 TNI 94 85 100 93 
NPL 86 88 89 89 NPL 91 88 94 91 

PUNTO DE REGISTRO: 10 PUNTO DE REGISTRO: 15 

Li.o 81 79 76 81 L10 77 77 80 77 
Lso 72 73 72 74 Lso 69 72 67 70 
Lgo 63 67 66 68 Lgo 61 67 59 63 
Leq Leq 74 74 69 74 
TNI 103 85 76 90 TNI 95 75 113 89 
NPL 95 87 83 90 NPL 89 83 95 87 

PUNTO DE REGISTRO: 11 PUNTO DE REGISTRO: 16 

L10 79 80 80 79 L10 79 79 78 78 
Lso 70 72 71 72 Lso 67 74 68 72 

Lgo 64 67 66 67 Lgo 60 68 60 67 
Leq Leq 74 76 69 74 
TNI 94 89 92 85 TNI 106 82 102 79 
NPL 89 88 89 86 NPL 92 87 91 85 

PUNTO DE REGISTRO: 12 PUNTO DE REGISTRO: 17 

L10 77 77 77 77 L10 79 77 77 78 
Lso 71 70 70 71 Lso 67 69 62 73 
L90 65 64 63 64 Lgo 60 61 53 67 
Leq 73 75 72 75 Leq 69 74 66 75 
TNI 81 87 89 84 TNI 106 95 119 83 
NPL 85 87 87 86 NPL 92 89 96 87 
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9-10 12-13 17-18 19-20 9-10 12-13 17-18 19-20 

PUNTO DE REGISTRO: 18 PUNTO DE REGISTRO: 22 

L10 72 79 78 77 L10 76 78 76 70 
Lso 61 71 70 62 Lso 67 70 69 63 
L9o 52 62 63 53 L9Q 56 61 61 56 
Leq 67 75 75 66 Leq 71 75 74 68 
TNI 102 99 95 119 TNI 106 99 98 82 
NPL 88 93 90 96 NPL 94 92 91 80 

PUNTO DE REGISTRO: 19 PUNTO DE REGISTRO: 23 

L10 79 78 70 77 L10 77 93 75 76 
Lso 66 71 63 70 Lso 71 75 66 68 
L9Q 59 62 56 64 L9o 63 68 54 61 
Leq 69 74 68 75 Leq 73 82 71 73 
TNI 109 96 82 85 TNI 89 138 108 91 
NPL 93 91 80 86 NPL 88 110 94 87 

PUNTO DE REGISTRO: 20 PUNTO DE REGISTRO: 24 

L10 77 79 75 79 L10 77 82 77 77 
Lso 67 71 65 72 Lso 69 74 70 68 
L9o 58 63 54 66 Lgo 61 67 62 59 
Leq 74 75 73 76 Leq 73 78 73 74 
TNI 103 95 111 88 TNI 98 95 93 101 
NPL 92 90 95 88 NPL 91 93 89 91 

PUNTO DE REGISTRO: 21 

L10 80 80 77 77 
Lso 73 75 72 69 
L9Q 65 70 67 62 
Leq 76 78 75 73 
TNI 95 80 79 94 
NPL 92 87 84 89 
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IV .-DI scu SIÓN 

Como resultado de nuestras medidas hemos conseguido una descripción 
actual del medio ambiente acústico en una .amplia zoria de la ciudad de San-
tander. 

Para probar la validez de las predicciones que ofrece el modelo desarro-
Hado, se compararon los valores teóricos con los experimentales. 

Los resultados para el punto de cuya información se ha venido dando 
cuenta en este artículo, se indican a continuación : 

HORAS 9 - 10 12 - 13 17 - 18 19 - 20 

o 
t;j 

o 
t;j 

o 
(¡j 

o 
(¡j .~ .~ u u ,_¡ .... E .... E ·;:::: E ·;:::: E ¡.i.¡ 'O 'º 'O 'O 

> E< "'~ "'~ "'~ E< "'~ "'~ "'~ 
...... E< .... < E< E< .... < E< 
z .... ~ i.... ·- ._, .... ~ 5--1 · - ._, .... ~ J.,f ·- ._, .... ~ c;·E~ olXI o ii)¡:x:¡ olXI o ii)¡:x:¡ oCXl o ii) CXl olXI 

t;j 'd - °'"" -;"O - °'"" ¡;;'el -; ~"O "(;l 'd - 0."0 ro >< ro >< ro >< > >"' > >"' > >"' > >"' 

L10 79.7 79 81.2 80 80.6 80 81.9 79 

Lso 69.3 70 71.4 72 70.7 71 72 72 

L90 63.7 64 67.7 67 66.1 66 69.9 67 
TNI 97.9 94 91.6 89 94.1 92 87.9 85 
NPL 93.4 89 91.1 88 92 89 89.8 86 
CR 16.1 15 13.5 13 14.5 14. 12 12 

La fig. 8, muestra gráficamente la recta de regres10n Y e = 0.91 Y t + 
5.95 entre los valores experimentales y teóricos, siendo el coeficiente de co­
rrelación r = 0.98. 

En general podemos decir que el modelo utilizado describe con sufi. 
ciente exactitud los niveles medios de ruido. 

Como inconvenientes hemos observado que presenta cierta tendencia 
a dar valores inferiores a los experimentales en las calles de sentido único de 
circulación, habiendo encontrado discrepancias en el L50 de hasta 4 dB(A). 
Asimismo los resultados que predice para el Lio difieren significativamente de 
los experimentales ya que sólo un 20 % de los coeficientes de correlación su­
peraron el valor r = 0,65. 

Una vez más confirmamos que el valor máximo diurna L10 = 70 dB(A) 
que sugiere el Wilson Report se queda muy corto ya que hemos encontrado 
que un 90 % de nuestras medidas dan valores superiores, resultado plenamen­
te coherente con el que dan para Turín Benedetto y Spagnolo (9) del 85 %. 

Por último, para el Nivel Sonoro Contínuo Equivalente, se aprecian en 
general valores muy altos. Así, en el punto que se ha venido reseñando, .resul­
ta un ~eq de 74, dB(A) que si se lleva a la gráfica de la fig. 9, nos indica un.a 
"acción poderosa del ruido", con una sensación altamente molesta para un 
55 % de los individuos, lo que es un claro exponente del deterioro del am­
biente .acústico que se da en las vías urbanas .de Santander estudiadas. 
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RESUMEN 

Hacemos un estudio sintaxonómico, estructural, ecológico, florístico (es­
pecies características y compañeras) y corológico de las comunidades de las 
plantas superiores que se asientan sobre las marismas de la costa de Cantabria 
(bahías, estuarios, desembocaduras de los ríos o rías, etc.). Vegetación, total­
mente influenciada y condicionada a la salinidad del mar, en la que hemos 
podido diferenciar las cinco clases siguientes: Zosteretea, Spartinetea mariti­
mae, Thero - Salicornietea strictae, Arthrocnemetea frulicosae y Juncetea ma­
ritimi, con sus unidades inferiores; en algún caso hemos llegado .a la subaso­
ciasión. 

SUMMARY 

A syntaxonomie, structural, ecological, floristical ( species, characteristics 
and companions) and chorologic.al study is made of the communities of the 
superior plants which are settled in the marshes of the Cantabric coast (bays, 
estuaries, river mouth, etc.). This vegetation is completely influenced and condi­
tioned by the sea salinity. We could recognize five different types (class), 
which are: Zosteretea, Spartinetea maritimae, Thero - Salicomietea strictae, 
Arthrocnemetea fruticosae y /un.cetea maritimi, with their infirior units; in 
sorne cases we hav·e identified the subassociation. 





INTRODUCCIÓN 

En esta vegetación permanente, se incluyen las comunidades vegetales 
existentes en las marismas que encontramos en nuestros estuarios, bahías o 
desembocaduras de los ríos y rías de nuestra costa santanderina. Zonas que 
se pueden extender varios cientos de metros o aún de kilómetros hacia el in­
terior, pues como sedimentos bajos que son, la pendiente es muy escasa, por 
lo que la superficie intermareal o subidas y bajadas de las mareas ocupan 
áreas muy extensas. 

Son estas las típicas comunidades halófilas, praderas salinas o saladares, 
sobre suelos de tipo solontschak ricos en sales (cloruro sódico y carbonatos 
alcalino - térreos). Estos suelos, siempre húmedos y más o menos encharcados 
con aguas salinas, son para las plantas fisiológicamente secos, hiperxerofíti­
cos y la vegetación que se forma está totalmente influenciada y condicionada 
a la salinidad del mar. En ellos, la concentración de iones solubles es supe­
rior al 2,5 % ; siendo los cationes y aniones más abundantes: Na+, K + , 
Ca++ y Mg+ + y Cl - y so=, respectivamente. Su materia orgánica, en su 
nivel superior, se encuentra acumulada debido a que por la anaerobiosis, está 
sin consumir, por lo que la relación carbono - nitrógeno alcanza valores muy 
altos. 

En general, estas plantas halófitas o especies adaptadas a la sal, suelen 
ser suculentas o bien están desprovistas de hojas o las tienen reducidas a es­
camas y en sus tejidos se producen presiones osmóticas elevadas que alcan­
zan, incluso .a veces, las 100 atmósferas. En algunas de ellas se da la excre­
ción de sales por las hojas. 

Entre todas las marismas existentes en Cantabria (véase fig. 1), las más 
.amplias y que aún hoy día se conservan buena parte de ellas, son las de San 
Vicente de La Barquera y las de las rías de Santoña, Treto y Limpias. La de 
la bahía de Santander, antiguamente quizás la mayor, hoy casi ya ha desapa­
recido o está muy modificada, quedando únicamente en buen estado peque­
ñas áreas de ella, como las de Pedreña y Astillero principalmente, Refirién-
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donos a esta marisma, podemos apreciar como dos especies adventicias, fiso­
nómicamente muy llamativas, cultivadas en los jardines, se han .asilvestrado 
perfectamente en sus suelos: La Cortaderia selloana (plumeros), procedente 
de Sudamérica y la Baccharis halimilolia, introducida en Europa en 1683 pro­
cedente de Norteamérica. Ambas, l.as vemos profusamente en muchas de las 
marismas de nuestra costa. Anteriormente a nosotros, GUINEA (1953 a: 
251 - 254) y ( 1953 b : 561 - 568), estudia las marismas de la bahía de San­
tander y las de l.a ría de Limpias. 

MAR CANTABRICO 

5 

o VIZCAYA 

BURGOS 

PALENCIA 

Fig. 1.-Marismas más importantes de Cantabria. 

1, Marisma del río Deva; 2, del río Nansa; 3, de San Vicente <le La 
Barquera; 4, de La Rabia; 5, de los ríos Saja y Besaya; 6, del río Pas; 7, de 
Santander; 8, de la ría de Ajo; 9, de Soano; 10, de Helgueras; 11, <le las 
rías de Santoña, Treto y Limpias y 12, de la ría de Oriñón. 

Seguidamente, vamos .a describir, más o menos sucintamente, la sintaxo­
nomía, estructura, ecología, especies características y compañeras y corolo­
gía de las comunidades existentes en ellas y siempre referidas a las plantas 
superiores. Para lo cual, aparte de nuestros estudios y observaciones directas, 
nos hemos valido exclusivamente de las obras que hemos relacionado en la 
bibliografía que incluimos .al final de este trabajo. También hemos añadido 
dos esquemas de dos disposiciones catenales de la vegetación halófila exis­
tente en ellas ( fig. 2). 

Las comunidades que hemos encontrado, en algún caso hemos llegado .a 
la subasoci.ación, están reunidas en las cinco clases (sin taxones superiores del 
sistema de Braun - Blanquet que seguimos) siguientes: Zosteretea, Spartinetea 
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Fig. 2.-Dos disposiciones catenales de la vegetación halófila (haloserie) dt: las marismas de Cantabria; con los coeficientes 
aproximados o alturas que alcanza cada marea, según las asociaciones que cubre: 1, Zosteretum mari11ae; 2, Zosteretum 110/tii; 
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maritimae, Thero - Salicornietea strictae, Arthrocnemetea fruticosae y Junce­
tea maritimi. 

Por último, proponemos que, por su notabilidad, .algunos de estos am­
plios, variados, ricos (por su diversidad biológica) y bellos conjuntos maris­
meños, ecosistemas, por otra parte, de extremada fragilidad, se hagan reser­
vas biológicas provinciales. Nosotros, desde estas líneas, animamos a los or­
ganismos provinciales que las creen antes de que se degraden aún más de lo 
que están, pues, creemos que, incluso lo que hoy ya encontramos deteriora­
do, volvería nuevamente a su estado primitivo en poco tiempo, y unido a lo 
ya existente, compondría todo ello un singular paisaje y laboratorio viviente a 
disposición de los investigadores y naturalistas. 

ZOSTERETEA 

Esta clase (Zosteretea}, comprende la vegetación higrófila y halófila, ben­
tónica ( halobentos), enraizada ( rizobentos), de los fondos arenosos o limosos 
de las aguas marinas de los estuarios, bahías o desembocaduras de los ríos. 
En general, se desarrolla en lugares poco profundos o de escasísima pendiente 
(lugares vados) y forma praderas submarinas. 

La estructura sintaxonómica de las comunidades santanderinas, hasta el 
rango de subasociación inclusive, es la siguiente: 

Zosteretea Pignatti 1953 em. J. Tx. 1960 
Zosteretalia Béguinot 1941 em. Den Hartog et seg.al 1964 

(incl. Zosteretalia Br.-Bl. et Tx. 1943 p.p.) 
Zosterion Christiansen 1943 em. Den Hartog et Segal 1964 

( =Zosterion marinae Br.-Bl. et Tx. 1943) 
Zosteretum noltii Harmsen 1936 

typicum 
zosteretosum marinae Loriente 1974 

Zosteretum marinae (Borgesen 1905) Den Hartog et Segal 
1964 
typicum 
zosteretosum noltii Loriente 1974 

El orden Zosteretalia está formado por dos alianzas. Nosotros sólo he­
mos hallado en nuestras costas el Zosterion, de distribución, principalmente 
boreo - atlántica. El Zosteretum noltii parece ser que alcanza su límite meri­
dional conocido de Europa en Cádiz. La otra alianza, Posidon.iou Br.-Bl. 1931, 
de localización_ mediterránea, no existe en nuestro litoral. Estas comunidades 
oligófitas son muy homogéneas, tanto la clase como el orden y la alianza 
tienen las mismas especies características, estructura, ecología y corología. 

Las dos asociaciones y subasociaciones citadas las hemos encontrado y 
reconocido claramente a todo lo largo de nuestra costa santanderina, aunque 
la primera, Zosteretum noltii, es mucho más frecuente. 
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La Zosteretum noltii, su única especie característica es la Zoster.a rwltii 
Hornero ( = Z. nana Roth), se encuentra sumergida a escasa profundidad en 
las pleamares, pero siempre queda al descubierto en las bajamares por peque­
ñas que sean. La Zosteret_um marinae aparece siempre sumergida bajo las 
.aguas, incluso en las bajamares de mareas excepcionales de fuertes coeficien­
tes, tan sólo .aflora la Zostera marina L. (su única característica), semisumer­
gida en las aguas salobres. Por todo lo anterior, la primera asociación siem­
pre ocupa las posiciones más cercanas a tierra, y la segunda las más alejadas. 
Cuando estas asociaciones están una a continuación de la otra es cuando, por 
ecotonía, se forman las dos subasociaciones que hemos indicado más arriba; 
es decir, cuando la Zostera marina penetra en el Zosteretum no!Jii, o bien 
cuando la Zostera noltii aparece dentro del Zost.eretum marinae. 

También son muy claras las diferencias referentes al suelo en que se 
asientan. Los del Zosteretum nolt_ii, son limosos o arenoso-fangosos, incluso 
la hemos visto en suelos casi totalmente arenosos, en cambio, el Zosteret.um 
marinea crece en terrenos francamente fangosos, con substrato de arcilla plás­
tica fuertemente hidratada y muy ricos en materias orgánicas; estos suelos 
son muy fluidos, de color negruzco y con un espesor del horizonte del humus 
de hasta 130 cm. o .aún mayor. El humus del Zosteretum marinae es de tipo 
Sapropel marino, Kubiena ( 1952). A efectos prácticos la diferenciación de 
ambos tipos de suelo es sencilla, los del Zost.eret.um marina.e se hunden al an­
dar sobre ellos, por ser muy blandos, mientras que los de la Zosteretum noltii 
son, generalmente, firmes y bastante más secos, y sobre ellos se camina sin 
ninguna dificultad. 

Respecto a la Zostera marina L., de la que se dan dos variedades (Z. ma­
rina L. var. marina y Z. marina L. var. stenophylla Aschers & Graebner), no 
encontramos, al menos en esta zona en que trabajamos, diferencias claras en­
tre las dos pretendidas variedades, ya que en condiciones ecológicas homogé­
neas aparecen individuos intermedios tanto en lo referente a la anchura y la 
longitud de sus hojas como respecto al número de nervios de las mismas, por 
ello hemos preferido no diferenciar ambas variedades y englobarlas en la clá­
sica Zostera marina L. 

En la costa atlántica española estas comunidades han sido estudiadas por 
BELLOT (1966: 32) en La Toja y en el Miño, CASTROVIEJO (1975: 60-61) 
en Pontevedra, DIAZ ( 1974-1975: 397) en Asturias y por nosotros, LORIEN­
TE (1974.: 179-184 y 189), en la costa de Cantabria. 

SPARTINETEA MARITIMAE 

Comunidades (clase Spartinet.ea maritimae) halófilas, de carácter pione­
ro y vivaz que forman pastizales helo-halofíticos ( espartinales marítimos) so­
bre suelos fangosos y salinos. Sus formaciones están constituidas por gramí­
neas hiperhalófilas (comunidades generalmente puras) del género Spartina 
que, en nuestras costas santanderinas, aparece representado por dos especies, 
la frecuentísima S. marítima (Curt.) Fern.ald ( = S. stricta (Ait.) Roth.) y la 
rara S. alterniflora Loisel. Ambas viven en las marismas de los estuarios, 
bahía y desembocaduras de los ríos. 
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Estos espartinales marítimos, que vemos en las marismas, forman como 
islas, completamente planas, de mayor o menor tamaño, asentadas sobre un 
suelo menos fangoso y sumergido que el que las rodea, el cual aparece des­
nudo de especies cormofíticas o cubierto por comunidades de Zosteretea. La 
Spartinetea que, como ya hemos dicho, se encuentra más alta que la Zoste­
retea, está aproximadamente a la misma altura que la Thero-Salicornietea 
strictae y más baja que la Arthrocnemetea fruticosae y luncetae maritimi, co­
munidades que viven junto a ella. 

En estos espartinales viven diversas especies de algas y cormófitos <le las 
comunidades conti~uas .anteriormente citadas; dando lugar por ecotonía a di­
versas sub asociaciones. Entre estas especies eco tónicas hemos observado: 
Halimione portulacoides, Salicornia europaea, Aster tripolium, etc. 

La estructur.a sintaxonómica de los espartinales marítimos santanderinos 
es la siguiente: 

Spartinetea maritimae (Tx. 1961) Beeftink, Géhu, Ohba et Tx. 1971 

Spartinetalia maritimae (Conard 1935) Beeftink, Géhu, Ohba Tx. 1971 

Spartinion marit.imae ( Conard 1935) Beeftink, Géhu, Ohba et Tx. 
1971 

Spartinetum maritimae (Béguinot 1941) Corillion 1953 

Spartinetum alterniflorae Corillion 1953 

La primera asociación es prácticamente la que existe en este litoral, en 
todas sus marismas, formando magníficos pastizales con grados de cobertu­
ra muy variable, desde el 10 hasta el 90 por 100. La segunda asociación, 
Spartinetum alterniflorae, es mucho más rara que la anterior, habiéndola en­
contrado solamente en cuatro marismas y siempre en pequeños y escasos ro­
dales (ría de Astillero, ría de Cubas, Soano y Oriñón). Esta comunidad se en­
cuentra en suelos más .altos y próximos .a la costa que los de la anterior, por 
lo que en mareas muertas, de bajos coeficientes, el mar no llega a cubrirla. 
Queremos aclarar, respecto a esto último, que el Spartinetum maritimae la 
cubren totalmente, sólo las mareas cuyos coeficientes están por encima <le 
50, y nunca menores, y el Spartin.etum altemiilorae queda sumergida bajo 
las aguas con mareas cuyos coeficientes están por encima de 70, aproxima­
damente. Esto nos demuestra que la mitad del año, aproximadamente, queda 
el Spartinetum alterni[lorae bajo las aguas, y que, por tanto, es menos haló­
fila que la Spartinetztm maritimae, que se queda sin cubrir solamente durante 
unos 50 días. 

En la costa atlántica española estas comunidades han sido estudiadas por 
BELLOT (1951: 419) y por CASTROVIEJO (1975: 59) en la ría de Arosa y 
en la desembocadura del Miño y por nosotros. LORIENTE (1974: 185-189), 
en la costa de Cantabria. Estas comunidades se extienden por todo el litoral 
europeo. 
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THERO - SALICORNIETEA STRICTAE 

La estructura sintaxonómica, en Cantabria, es la siguiente: 
Thero - Salicornietea strictae Tx. 1954. 

Thero - Salicornietalia strictae Tx. 1954 
Thero - Salicornion strictae (Br.-Bl. 1933) Tx. 1954. 

Salicornietum europaeae Fontes 1945 
typicum 
Spartinetosum maritimae Loriente subas. nova 

Vegetación de terófitos· herbáceos y suculentos, poco densa, pionera, so­
bre suelos fangosos, limosos, hipersalinos, cubiertos generalmente por un 
cúmulo de restos orgánicos y de conchas abandonadas, debido a que tempo­
ralmente son inundados, muchos días del año, por las subidas de las mareas, 
y muy ricos en sales solubles, principalmente, cloruros alcalinos, como el clo­
ruro sódico. Aparece en verano, en muy pequeñas áreas, a la misma altura o 
algo más altas, dentro de la catena marismeña, que la $partinetea maritimae 
y junta y anterior a la comunidad contigua más alta, la Arthrocnemetea fm­
ticosae. 

Comunidades que como las .anteriores se asientan en las marismas de los 
estuarios, bahías y desembocaduras de las rías costeras de Europa, desde las 
costas mediterráneas hasta el Báltico. También, en esta clase, se incluye la 
vegetación de los bordes de las lagunas salinas interiores sobre suelos solonts­
chak, pero en nuestra región no existen. Tanto la clase (Thero - Salicomietea 
strictae), como el orden (Thero - Salicornietalia strictae) , como la alianza 
(Thero - Salicornion strictae) y la asociación (Salicornierum europaeae), tie­
nen la misma ecología, corología y especies características. 

Aparte de las especies características, en la Salicomietum europaeae, he­
mos encontrado como compañeras, además de algunas algas, otros cormófitos 
de las comunidades contiguas, dando lugar, por ecotonía, a diversas subaso­
ciaciones; como por ejemplo con la Spartina maritima, el Arthrocnemum pe­
renne, el Limonium vulgare, el Aster tripolium, etc. 

Como ejemplo de subasociación ecotónica, hemos levantado un inventa­
rio en la marisma de la ría de La Rahia, el 3 de septiembre de 1974. 

Subasociación spartinetosum maritime 

Número de inventario . . . . . . 1 
Area en M.2 . . . . . . 10 
Cobertura en % . . . 40 
Número de especies 3 

Características de asociación 
y unidades superiores: 

Salicornia europaea L. . . . . . . 
Suaeda maritima (L.) Dumort 
Especie ecotónica, diferencial de 
la subasociación: 
Spartina marítima ( Curt.) Fernald 

3.4 
+.l 

1.1 
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Especies que hemos encontrado en estos saladares húmedos de Cantabria: 

Características de la clase y de sus unidades inferiores: 

Salicornia eu.ropaea L. 
( = S . herbacea (L.) L.) 
Suaeda marítima (L.) Dumort. 

Compañeras: 

Arthrocnemum fruticosum (L.) Moq. 
Arthrocnemum perenne (Miller) Moss 
Aster tripolium L. 
Atriplex hastata L. 
Halimione portulacoides (L.) Aellen 
Limonium vulgare Miller 
Puccinellia marítima (Huds.) Parl. 
Spartina marítima ( Curt.) Fernald 
Spergularia media (L.) C. Pres! 

En nuestras marismas, la especie dominante y más abundante es la Salicor­
nia europaea que muchas veces la podemos encontrar formando una comu­
nidad pura o casi pura. 

Citada la asociación numerosas veces en el litoral atlántico europeo, en 
el Cantábrico es estudiada por TUXEN & OBERDORFER (1958: 24- 26), 
en Galicia por BELLOT (1966: 64.- 66) y por CASTROVIEJO (1975: 58 -
59) y en Asturias por DIAZ (1974 - 1975: 434). 

ARTHROCNEMETEA FRUTICOSAE 

La estructura sin taxonómica, en Cantabria, de esta clase, es la siguiente: 
Arthrocnemetea fruticosae Br.-BI. & Tx. 194.3 

A rthrocnemetalia fruticosae Br.-BI. 1931 
Halimionion portulacoidis Géhu 1975 

Salicornietum radicantis Fontes 1945 
Halimionetum portzilacoidis Kühnholtz - Lordat 1927 

Vegetación vivaz y subfrutecente de los fangos salados del Mediterráneo 
y Mediterráneo-Atlántico; con un hábitat, ecología y corología que difieren 
muy poco de la clase Thero - Salicomietea strictae. Sus suelos que se encuen­
tran algo más altos que los de esta última comunidad, son algo más secos, 
pues las mareas los cubren durante menos tiempo, resquebrajándose al dese­
carse durante el verano por el calor; muchos días no son tapados por el agua, 
cuando los coeficientes de las mareas son medianos o pequeños. Tanto la 
clase Arthrocnemetea fruilcosae como sus unidades inferiores, el orden Arthro­
cnemetalia fruticosae y la alianza Halimiouion. port.ula~oidis., tienen las mis­
mas especies características, ecología y corologia y se disponen, en la catena 
marismeña, algo más bajas que la clase Juncetea maritimi, la comunidad más 
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alta de la marisma e indicadora del límite máximo de La marea en sus más 
fuertes pleamares. 

En Cantabria, en el seno de estas comunidades, hemos encontrado <los 
asociaciones: La Salicornietum radicantis, cuy.a especie característica es el 
Arthrocnemum perenne que domina .absolutamente, pues es un.a asociación 
muy pura y la Halimionetum portulacoidil con el Ha/,imione portulacaides 
como especie más característica y dominante .aunque con otras también ca­
racterísticas muy frecuentes y .abundantes: A.rthrocnemum jruticosum, Aster 
tripolium, Limonium vulgare, etc. 

En esta segunda asociación, como en el caso de la clase anterior, tam­
bién viven algas y cormófitos de las comunidades contiguas (Salicornia euro­
paea, Suaeda marítima, funcus maritimus, Puccinellia maritima, etc.), dando 
lugar a diversas suhasociaciones. Además, también es normal la formación de 
diferentes facies. 

La Salicornietum radicaritis, BELLOT (1966: 66 - 67) y CASTROVIEJO 
( 1975: 59), la citan en Galicia. Del Hal.imionetum portulacoidis, tenemos la 
cita que da RIVAS . MARTINEZ ( 1974.: 4) par.a Asturias. 

Especies características de la clase y unidades inferiores que hemos en­
contrado en Cantabria: 

Arthrocnemum fruticosum (L.) Moq. 
( = Salicornia fruticosa (L.) L.) 
Arthrocnemum perenne (Miller) Moss 
( =Salicornia perennis Miller; S. radicans Sm.) 
Aster tripolium L. 
Frankenia laevis L. 
Halimione portulacoides (L.) Aellen 
Suaeda vera J. F. Gmelin 
(=S. fruticosa auct.) 

Las especies compañeras más importantes, son las siguientes: 

Agropyron pungens (Pers.) Roem. & Schult. 
Armería marítima (Miller) Willd. 
Aster squamatus (Sprengel) Rieron. 
Atriplex hastata L. 
F estuca rubra L. subsp. 
!nula crithmoides L. 
f uncus maritimus Lam. 
Limonium vulgare Miller 
Plantago marítima L. 
Puccinellia marítima (Huds.) Parl. 
Salicornia eztropaea L. 
Spergularia media (L.) C. Presl 
Suaeda marítima (L.) Dumort. 
T riglochin maritim wn L. 
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}UNCETEA MARITIMI 

En este paisaje vegetal incluimos la vegetación permanente situada pre­
dominantemente en las zonas marismeñas más altas. Su estructura sintaxonó­
mica, en Cantabria, es la siguiente: 

Juncetea maritimi Br.-Bl. (1931) 1952 ( = Á$J.eret.ea tripolii Westhoff 
et Beeftink 1962) 

Juncetalia maritimi Br.-Bl. 1931 ( = Glauco - PuccineUiet.alia mariti­
mae Beeftink et Westhoff 1962) 

Puc.cinellion maritimae Christiansen 1927 em. Tx. 1937 
Puccinellietum maritimae (Warming 1890) Christiansen 1927 

Armerion maritimae Br.-Bl. et De Leeuw 1936 
Junco - Caricetum exJ.ensae Br.-Bl. et De Leeuw 1936 
¿Oenantho - Juncetum maritimi Tx. 1937? 

Comprende la vegetación (Junce.tea maril.imil de las praderas saladas y 
blandas de las costas, sobre fangos que, más o menos intermitentemente, son 
cubiertos por las aguas del mar (marjales salinos). Pastizales menos halófi­
los que los descritos anteriormente, por estar más altos y por ende, menos 
tiempo tapados por las pleamares. Sus suelos son profundos, ricos en carbo­
natos y sales, a hase de sulfatos y cloruros, y con una humedad edáfica per­
manente, inclusive en verano. 

En su estructura, predominan los caméfitos junceiformes y graminifor­
mes, acompañados de terófitos y constituidos, generalmente, por gran núme­
ro de individuos de una misma especie. 

La corología de esta comunidad abarca las costas de la región Medite­
rránea y de la Atlántica, en las marismas que se forman en las desemboca­
duras de los ríos o rías, bahías, estuarios, etc. 

Dentro del orden ( Juncetalia mari.timi), comunidad con la misma estruc­
tura, ecol.ogía y corología que la clase, denunciamos dos alianzas: 

La primera, la Puccinellion maritimae, representada por la asociación 
Puccinellietum maritimae, se encuentra en las zonas más bajas (como excep­
ción de lo dicho anteriormente), generalmente, junto a la Thero-Salicomiet.ea 
strictae en las zonas más extendidas hacia el mar abierto. La especie que la 
caracteriza es la Pu.ccinellia marit.ima ( Huds.) P.arl. ( = Glyceria marítima 
(Huds.) Wahlb.) gramínea que domina de un modo absoluto las áreas forma­
das por estas praderas uniformes, graminiformes, saladas y rasas. Asocia­
ción que muy frecuentemente forma subasociaciones con las especies compa­
ñeras de las comunidades contiguas. Igualmente es corriente encontrarse en 
estos pastizales diferentes facies. 

La segunda alianza, la Armer.ion mariJ.imae, comprende los jenuinos mar­
j ales salinos y costeros, praderas juncales o junqueras cerradas, de suelos 
fangosos, arcillosos-salinos, que se encuentran en las zonas más altas de las 
marismas por lo que las mareas que pueden cubrirlas tienen que ser de fuertes 
coeficientes, más de 90, y suelen ser indicadoras de la altura a que puede lle­
gar como máximo el agua. En esta zona marismeña, bien representada en 
Cantabria, hemos denunciado la asociación Junco-Caricetum ext.ensac que 
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comprende la mayor parte de las junqueras que se encuentran a lo largo de 
la costa santanderina. Es la clásica junquera formada por una población ce­
rrada y bastante pura, con el predominio de una sola especie junciforme, el 
junco funcus maritimus Lam. 

En Galicia, BELLOT (1966: 123-124) y CASTROVIEJO (1975: 56-58) 
estudian estas marismas altas, así como DIAZ (1974-1975: 434- 444.) las del 
occidente asturiano y GUINEA ( 1949: 352 y 361-363) las de Vizcaya. 

Todas estas comunidades, frecuentemente forman, como en los casos de 
las clases anteriores, subasociaciones con las especies compañeras de las co­
munidades contiguas. Asimismo es muy corr_iente encontrar en ellas di­
ferentes facies. 

Especies características de la clase y unidades inferiores que hemos en­
contrado en Cantabria: 

Agrostis stolonif era L. 
Armería marítima (Miller) Willd. 
Atriplex hastata L. 
Carex extensa Good. 
Centaurium maritimum (L.) Fritsch 
Cotula coronopifolia L. 
Festuca rubra L. subsp. 
Glaux marítima L. 
funcus maritimus Lam. 
Limonium vulgare Miller 
Oenanthe crocata L. 
Plantago marítima L. 
Pu.ccinellia marítima (Huds.) Par!. 
Samolus valerandi L. 
Spergularia media (L.) C. Presl 
Triglochin maritimum L. 

Las especies compañeras más importantes, son: 

Agropyron pungens ( Pers.) Roem. & Schult. 
Arthrocnemum fruticosum (L.) Moq. 
A rthrocnemum perenne ( Miller) Moss 
Aster squamatus (Sprengel) Rieron. 
Aster tripolium L. 
Baccharis halimifolia L. 
Cortaderia selloana ( Schult.) Asch. et Gr. 
Frankenia laevis L. 
H alimione portulacoides (L.) Aellen 
/nula crithmoides L. 
fzmcus acutus L. 
Salicornia europaea L. 
Suaeda marítima (L.) Dumort. 
Szweda vera J. F. Gmelin 
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l.-INTRODUCCIÓN 

Una gran información sobre la fenomenología de las interacciones ha­
drónicas .a muy altas energías se obtiene fundamentalmente .a través de los 
datos que suministran los siguientes tipos de experiencias: 

a) Colisiones protón-protón, registradas en cámaras de burbujas. 

b) Reacciones protón-núcleo, donde los productos originados se regis­
tran en emulsiones fotográficas o mediante contadores. 

c) Interacciones núcleo-núcleo, producidas .al bombardear emulsiones 
fotonucleares u otros blancos con iones desnudos· de electrones, dotados de 
energías de algunos GeV. por nucleón. 

En el marco de una colaboración internacional en la que está implicado 
el Departamento de Física Fundamental de la Facultad de Ciencias, se está 
llevando a cabo el estudio de las interacciones hadrónicas del último de los· 
tipos citados. En efecto, haces de iones de 016 dotados de una energía de 
2.1 GeV. por nucleón, han sido proyectados sobre emulsiones fotonucleares, 
mediante el potente .acelerador de Berkeley (EE. VV.). Algunas de las· placas, 
en donde han quedado registradas estas interacciones, están siendo estudiadas 
por nosotros. Esta experiencia forma parte de un amplio programa de interac­
ciones núcleo-núcleo utilizando diferentes proyectiles, tales como iones de 
C, N, O, Fe, etc., y con una amplia gama de energías. 

En todas las interacciones de partículas o de radiación con la materia, 
registrables en emuMón fotonuclear, siempre se presenta el problema de la 
identificación de las partículas eléctricamente cargadas que resultan de la co­
lisión. El número atórrúco Z, el número másico A y la energía E o el mo­
mento p, de una partícula, pueden deducirse de determinadas características 
que presenta la "traza" que ha originado en la emulsión fotográfica, carac­
terísticas que ·quedan bien definidas .a través de parámetros medibles . 
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Los parámetros más usuales son: "el alcance" o recorrido total R, los 
"índices de i onización" 1 y los "índices de scattering" S, todos ellos función 
del número másico A, número atómico Z y de la energía E. Dado que para 
cada tipo de partículas existen tablas o gráfir,:as que relacionan estos pará­
metros con la energía, el problema de conocer el momento y la naturaleza de 
una partícula, se resuelve determinando dos de estos tres parámetros. La can­
tidad de energía perdida por la partícula por unidad de recorrido determina 
cuál de los índices de ionización es el más idóneo de entre los siguientes: nú­
mero de granos por unidad de recorrido, densidad lineal de cúmulos de gra­
nos ("blobs"), longitud media del espaciado entre cúmulos ("gaps"), espesor 
medio de la traza, opacidad media y variación de cualquiera de estos pará­
metros con el "alcance" total o residual de la partícula. 

Como es usual las trazas se han dividido para su estudio en tres tipos: 
"blancas" cuando la densidad lineal de granos es pequeña; "grises" si esa 
densidad es grande y entonces los granos constituyen "blobs" más o menos 
aislados; y por último, "negras" cuando la traza es prácticamente continua 
y por lo tanto apenas son distinguibles unos cúmulos de otros, siendo irreso­
lubles al microscópio. 

Cuando la ionización es alta no es posible el recuento de granos y es 
neces.ario recurrir a otro tipo de medidas. Las magnitudes más corriente­
mente empleadas son entonces la "anchura" de la traza y Ja opacidad de la 
misma. Ambos índices son semejantes y sus valores dependen de las caracte­
rísticas de la emulsión así como de la velocidad, masa y carga de las partícu­
las ionizantes. 

En el presente trabajo, el estudio de las partículas poco ionizantes se ha 
realizado a través del análisis de la densidad de granos o "blobs", mientras 
que para las partículas muy ionizantes se han realizado estudios de "opaci­
dad". Es sobre este último método, del que vamos a exponer y discutir fun­
damentalmente los resultados obtenidos. 

Il.- ANÁLISIS DE LAS TRAZAS GRISES Y BLANCAS. loNIZACIÓN 

Para medir la densidad de grano de las trazas grises ha sido necesario 
evaluar primero el diámetro medio de grano. Tomando agrupaciones de dos, 
tres o cuatro granos (tangentes o secantes entre sí), y contando el número de 
divisiones que abarcan en la escalilla ocular, hemos construido el histogra­
ma, y la recta de calibrado representadas respectivamente en las gráficas 1 y 
2, que nos permiten conocer con gran .aproximación el n.º de granos de un 
blob, s.abiendo el número de divisiones que abarca. En la tabla 1 aparecen los 
valores obtenidos para la densidad de grano, "g", de una serie de partículas, 
así como su identificación, que ha sido posible a partir de esos valores y de 
las gráficas ionización-alcance que más adelante se estudiarán. 

La ionización sigue una ley inversa al cuadrado de la velocidad de la 
partícula, alcanzándose un valor mínimo debido a efectos relativistas; des­
pués la ionización aumenta muy poco con la energía (del orden de un 10 %), 
alcanzándose finalmente un valor "plateau". 
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Tabla 1.-Valores de la densidad de granos, g = n.º de granos en 100 mi-
eras, en los puntos .de cÓorden.adas x¡ y x¡. Representado como ejemplo en 
las gráficas 4 y 5 respectivamente. 

Estrella n:º Traza n.0 Xj Xf g¡ gf Identificación 

1 11 46.4 57.1 66 60 (X 

4 7 43 76 60 62 a 
7 6 43.2 76 62 70 a 
7 5 43.2 76 62 70 a 

10 6 35.9 43 65 59 a 
16 3 32.5 52.1 60 69 a 
6 6 32.5 76 61 63 a 

21 5 26.3 57.2 64 62 a 
21 6 26.3 76 61 64 a 
22 3 26.6 50 66 66 a 
22 4 26.6 76 70 69 a 
22 5 26.6 76 70 69 a 
25 5 26.2 76 61 69 « 
25 6 26.2 45.4 63.5 62 ·a 
28 4 23.2 39.3 31 28 a 
28 7 23.2 76 58 61 a 
34, 5 22 76 131 122 Z= 3* 
34 7 22 76 73 64 a 
35 3 20.2 42.6 53 64. a 
35 4 20.2 76 68 59 a 
36 4 20.7 64.6 137.5 107 z = 3 
39 6 19.4 42.3 66.5 61 a· 

39 7 19.4 63.9 67 67 a 
4,2 1 19 36.2 67 65 a 
42 2 19 37.1 61 63 a 
42 4 19 73.8 64 65 a 
43 21 18.4 68 
43 3 18.4 72.5 
43 4 18.4 65 a 
45 8 18 27.6 60 57 a 
46 30 17.8 26.3 82 89 a 
51 4 16 76 83 62 a 
52 9 17.2 64.2 64 62 ri. 

54 5 15.4 76 59 72 a 
64 4 10.7 21.9 68 60 a 

65 6 10.4 15.4 70 
65 8 10.4 27.3 57 77.5 
66 11 10.7 30.6 73 128 p·* 
66 7 10.7 14.2 75 
68 6 9.5 29.2 67 67 a 
68 8 9.5 22.5 56 66 a 
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Tabla 1.-( Continuación). 

Estrella n.0 Traza n.0 x¡ Xf g¡ &¡ Identificación 

70 8 7 12 55 
71 7 6.8 16.9 70 67 a 

72 2 6.1 30 67 67 a 

72 3 6.1 48.9 64 65 a 

74 2 5.7 38.9 126.5 llO Z=3 
74 4 5.7 32 66 64 a 
3 2 4.3.8 64.2 45 50 a 
7 5 43.8 63.4. 50 49 a 

ll ll 66.4 63 63 40 a 
40 7 27.3 8.8 64 64 a* 
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Gráfica !.- Histograma de frecuencias del diámetro de grano. 
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Gráfica 2.- Recta de calibrado del n.0 de granos de un blob. 
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Gráfica 3.- Variación de la ionización, g, con la profundidad, z. 
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La recta I de la gráfica número 3, representa la ionización "plateau" en 
función de la profundidad de la traza en la emulsión, construida por medidas 
de ionización de trazas blancas relativistas (trazas que forman con el primario 
un ángulo menor de 8.0

). La otra recta corresponde al umbral a partir del 
cual se considera que una traza es gris; se ha construido siguiendo el crite­
rio de que una traza es gris cuando su ionización vale más de 1,4 g0, siendo 
go el valor de la ionización "plateau" de una traza blanca. 

Junto con las gráficas 4 y 5, y los valores obtenidos de g, es como hemos 
identificado las trazas secundarias grises. La primera de estas curvas corres­
ponde .al caso de partículas relativistas, cuya ionización "g", en el momento 
de su emisión sea precisamente de 4 .. g0, siendo g0 el valor de la ionización 
plateau. 

Para piones y kaones hemos considerado la expresión que nos relaciona 
el alcance total R, de una partícula en emulsión, con su masa M y su carga Z: 

M 
R= z2 

en la · que F (M sólo depende de la velocidad i entonces si dos partículas tie­
nen igual carga y velocidad y por lo tanto F (~) es la misma para .ambas, se 
verificará que: 

R M 

R' M' 

siendo R y M los valores correspondientes protones y R' y M' los valores co­
rrespondientes a la partícula problema. 

La gráfica 4 corresponde a ionizaciones mayores, siendo g = 4.go en el 
centro de la estrella y habiéndose construido idénticamente a la anterior. 

IIl.-ÜPACIDAD 

Las medidas de opacidad se realizan por métodos fotométricos y son 
tan delicadas y críticas que la intensidad de la luz utilizada y la fatiga del 
observador son aspectos que requieren un estrecho control. Por otra parte el 
método fotométrico tiene entre otras ventajas, la de no considerar cada grano 
separadamente, sino en conjunto con otros, sobre cierta longitud de traza, 
por lo cual se disminuyen las fluctuaciones en las medidas. 

· En general el método consiste en medir el flujo luminoso que atraviesa 
un diafragma en forma de rendija rectangular, estrecha, de anchura poco 
superior a la de la imagen de la traza, de modo que ésta quede situada .a lo 
largo del eje mayor de esa rendija, cubriéndola casi en su totalidad. La opa­
cidad se mide por la inversa del flujo luminoso que atraviesa la rendija. Exis­
te una relación entre esta medida de la opacidad y la velocidad, carga y masa 
de la partícula registrada en la emulsión. A mayor velocidad (o sea mayor 
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energía) la ionización que se produce es mayor y por lo tanto también la opa­
cidad, que está relacionada con la cantidad de granos de plata ionizados (pla­
ta reducida), que va aumentando a medida que se va frenando la partícula 
en la emulsión, es decir al aumentar la pérdida de energía por unidad de re-
corrido. Para una partícula de carga Z y velocidad ~ , la pérdida de energía 
por unidad de longitud viene dada por: 

:E= a.10-•.µ-M 3.z2• [1-exp (-1~sµ;z213)]2 MeV./µ. (1) 

Se observa que esta pérdida de energía depende de la carga fuertemente, 
Z, aspecto muy significativo en el caso particular de las trazas de los iones 
relativistas, motivo de nuestro trabajo. Como se producen fenómenos de sa­
turación y solapación de los granos, ocurre que en el centro de la traza, esa 
pérdida de energía puede tomarse proporcional a Z x . Por otra parte, si bien 
los cálculos que describen este proceso se realizan teniendo en cuenta la ioni­
zación en volumen, lo que se observa en el microscopio es la proyección de la 
traza sobre un plano horizontal, por lo cual el espesor de la traza apenas in­
fluirá en las medidas, pues los rayos absorbidos por la traza serán todos los 
que incidan en su superficie, atraviesen o no toda su altura. Para la opaci­
dad, "O p ", se .admite una relación del tipo: 

Op (Z; ~) = K.zx .F( µ) (2) 

donde K es una constante, F( µ) una función a determinar y x. un paráme­
tro a calc~lar. 

Para una traza de alcance R, se tiene: 

R 

log 2:=:1

0p (Z, ~) = logK + 
R=O 

R 
log¿·r( ~)+ xlog Z 

R=O 
(3) 

En primera .aproximación el alcance R Z.A de un ión de número .atómico 
z· y número másico A. se relaciona con el alcance residual RP. de un protón 
de idéntica µ , por la expresión: 

Rz,A(E) = ; 2 • Rp (!) ( 4) 

que se reduce a: 

Rz A (E) = ~2 • Rp (Z) 
· I z (5) 

al considerar que ambas tienen la misma ~ . 
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Aplicando entonces la expresión ( 3) a partículas a. y protones, se 
obtiene: 

X 

R=R 
log L Op(Z,i3)oe 

R=O 

log2 

R 
log L Op (Z,~ )p 

.R=O 
( 6) 

que permite evaluar el exponente x de la carga, para cualquier ión en mismo 
tipo de emulsión, mediante medidas de opacidad de partículas de carga y ve­
locidad conocidas. 

IV.-ANÁLISIS DE TRAZAS NEGRAS: MEDIDAS DE OPACIDAD 

La anchura de una traza se debe a dos causas; por un lado, a los granos 
de plata originados por el ión incidente (que dan lugar a una densidad pri­
maria de granos) y, por otro, a los rayos delta que sobresalen muy poco de 
la traza primaria (rayos delta de rango muy pequeño). Se observa que el diá­
metro de los granos debidos a los rayos delta no es apreciablemente distinto 
del de los granos primarios. Cuando la velocidad de pérdida de energía se 
hace muy grande, el valor g p (densidad primaria de granos) tiende .a un 
valor de saturación. En las trazas de oxígeno, no estudiadas en este trabajo, 
el máximo de energía productor de un rayo delta de es.as características es 
de 22 KeV. de energía. Se considera que el diámetro de un grano es el rango 
de un rayo delta producido por un electrón de aproximadamente 2 KeV. de 
energía ; este sería pues el valor mínimo de la energía que debe tener un 
electrón par.a producir un rayo delta. En resumen los electrones con energías 
comprendidas entre 2 y 22 KeV. pueden producir rayos delta que contribu­
yen a la densidad secundaria de granos g 5 El valor g s a lo largo de una 
traza producida por una partícula de carga Ze y velocidad, viene dado por: 

(7) 

con: 

siendo Wm Y W o el máximo y mm1mo de energía de un electrón que puede 
producir un rayo delta que contribuya a la densidad secundaria de granos. 

Las medidas de opacidad se han realizado con el dispositivo experimen­
tal que se ha esquematizado en la figura 1, 
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La señal eléctrica que nos da el fotomultiplicador nos mide el flujo de 
luz que atraviesa la rendija con o sin traza. Como la placa no es totalmente 
transparente, sino que además de la absorción propia de la emulsión, existen 
diversos factores que disminuyen el flujo luminoso, tales como el retículo 
numérico fotografiado en el fondo, posibles manchas opacas en la emulsión, 
otras trazas a distintas alturas, etc., ha sido necesario imponer ciertos crite­
rios en las diferentes etapas del proceso de medida. El método operativo para 
medir la opacidad de una traza, ha sido el siguiente: 

a) Para evaluar la opacidad de fondo y poder así eliminarla en parte, 
hemos normalizado las medidas. Para ello se ha efectuado una lectura Ai. con 
la traza a 25 µ del eje mayor de la rendija y le hemos asignado el valor 
1.000. Dado que las placas no son totalmente homogéneas, el voltaje .adminis­
trado al fotomultiplicador no ha sido constante, sino que ha variado durante 
el trabajo, oscilando en todos los casos entre 0,6 y 0,9 kilovoltios. 

e: 

~ 
~ 
' 
~' • ·~ 
~ '> 

~ 

2 3 4 5 s 7 a 9 10 11 12 13 14 

Fig. 1 

b) Llevamos la traza a coincidir con el eje mayor de la rendija y ha­
cemos la lectura A2. 

c) Hacemos ahora otra medida A3 con la traza .a 25 µ del eje mayor de 
la rendija y al lado contrario del caso a) . 

d) Se calcula la intensidad (valor medio) del flujo de luz que atraviesa 
la rendija sin traza que, evidentemente, vendrá dado por: l 0 = (A1 + A3)/ 2, 
siendo A1 = 1.000. Debido al ruido de fondo A1 resulta distinta .de A3• 
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e) Se procede ahora al cálculo del flujo luminoso cuando la traza se 
sitúa en la rendija. Resulta así que: I = A2• 

f) Se determina la opacidad o flujo debido a la traza realmente, me­
diante: Op = lo - I, pues como es lógico, el flujo transmitido será mayor 
cuando no está la traza en la rendija. Resulta .así, Op = 500 + (A3 - 2A2)/2 

Usualmente la opacidad queda determinada a través de cualquiern de 
estos dos índices: "opacidad media" y "opacidad integral". La opacidad me­
dia de una traza se determina tomando valores de opacidad a intervalos de 
traza iguales a la longitud de la rendija, hasta alcanzar un número de medi­
das ~stadísticamente suficientes para poder determinar un valor medio acep­
tah~e. La opacidad integral se define como la suma de todas l.as opacidades 
diferenciales desde el principio de la traza hasta la longitud R recorrida. 

En el presente trabajo se ha utilizado la opacidad media, tomando sesen­
ta medidas .en intervalos de traza de 50 µ ya que las dimensiones de la ren­
dija utilizada ha, sido de 50 x 5 µ . Los criterios de cutt-off aplicados para 
que los v.alores. medios de opacidad fueran aceptables, han sido: 250 ~ / A

1 
-A2J:s:50, 250:s:JAa -A2 J:s:50, jA1 _:Aa l ~lOO. El objetivo utilizado.ha 
sido de 50x y los oculares de 25x. 

En la figura se muestra un esquema de la rendija con y sin traza . 

.... ~ 
....... t~' ••• 

·~-~ ·.... \~~ ~·· r4'._ .. f. 
·':' .... ~ ·~·., . l -~ •..•. , .. 

, ··wcr' ·~~· 
s 1. ~" r-::-~~ . _,( · ~ ... . 
=r ·: .. ~:[ ·~·< ... ·-~·· , ... : . . ""' . . . · ~· - .... 

. 
Posición n.0 1 Posición n.0 2 

Fig. 6.- Posiciones de la traza para la medida de la opacidad. 

A continuación .analizamos cada uno de los factores que más intensamen­
te afectan a las medidas de opacidad de una traza, son: 

a) La profundidad a que se encuentra la traza (medida sobre el fondo 
de la emulsión). 

b) El ruido de fondo. 
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c) El ángulo que forma la traza con su proyección sobre el plano hori­
zontal de la emulsión. 

d) El tipo de placa. 

e) El operador y el tiempo de medida. 

f) Otros factores dispersantes, dada la naturaleza estadística de los mé­
todos aplicados. 

A continuación analizamos cada uno de ellos. 

a) La profundidad a que se encuentra la placa en la emulsión. La pro­
fundidad influye a través de varios efectos: <lifusión de la luz en la emulsión, 
gradiente del revelado, efectos de superficie y fondo. Para evitar estos últi­
mos se han medido solamente trazas que estuvieran únicamente a más de 50 µ 
de la superficie o del fondo. Por otra parte el gradiente del revelado y la 
difusión de la luz, han sido estudiados midiendo las opacidades de los iones 
del haz incidente, de carga y energía conocidas, a diversas profundidades y 
se ha efectuado un ajuste lineal (ver figura 6 y tabla 2) teniendo en cuenta 
un peso estadístico para cada punto proporcional al cuadrado de su ·desviación. 

La variación lineal que se observa en la recta 1 de la gráfica 3 es <lebida 
al gradiente del revelado. Evidentemente este gradiente influirá tanto sobre la 
densidad de grano primaria, como sobre la secundaria. La opacidad debida a 
la anchura de la traza, variará entonces en la medida en que varíe dicha <len­
sidad secundaria. En las trazas negras se observa una saturación .del valor de 
la densidad primaria de granos, pero no ocurre lo mismo con la densidad se­
cundaria, que sufre una variación con la profundidad siendo mayor cuanto 
mayor s~a aquella. 

Una traza negra "ideal" en la que no hubier.a densidad secundaria <le 
grano, debería tener una ionización nueve veces superior al valor plateau, g 
y por lo tanto que la pendiente de la recta que nos da la variación de la opa­
cidad en función de Z {gráfica n.0 6) tenga una pendiente superior a <liez 
veces al de la recta observada en Ja ionización plateau (gráfica n.º 3). Efecti­
vamente la pendiente de la recta de ajuste de los valores de opacidad por 
nosotros obtenidos, es 0,22, aproximadamente diecinueve veces el valor ·de la 
pendiente de la recta de ionización-plateau, que es 0,013. §li .. ,,,, 

b) El efecto de "ruido de fondo". Se debe a factores tales como la exis­
tencia de un retículo numerado, fotografiado en la superficie de la emulsión 
adherida a la placa vidrio, a granos de fondo de origen cósmico y fotónico, a 
la proximidad de otras trazas capaces de observar parte del flujo de luz que 
se mide. Para eliminar todos estos defectos de ruido de fondo se han aplica­
do ciertos criterios de cutt-off, lo que ha obligado a despreciar gran número 
de medidas. 

c) El efecto de inclinación de la traza, si bien los iones del haz perma­
necen durante su recorrido en emulsión prácticamente paralelos a la super­
ficie, no ocurre lo mismo para las trazas secundarias cuya inclinación puede 
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Gráfica 6: Variación de la Opacidad con la profundidad. 

Tabla 2.-Medidas de opacidad de primarios. 

Estrella n.0 Profundidad Opacidad Desviación Error de Opacidad 

(p.) Standard 

49 33 151.04 20.32 2.7 
7 50 154.00 41.06 5.4 

56 4,0 163.67 27.11 3.7 
21 98 159.92 28.58 3.75 
5 146 160.58 32.86 4.4 

36 14.3 177.72 31.02 4 .. 03 
24 133 170.06 35.28 4.8 
33 160 178.34 30.11 4.3 
37 160 181.21 31.17 4.28 
59 162 183.00 20.11 2.87 
28 175 183.94. 28.34 3.75 
19 190 182.27 28.70 3.73 
18 205 188.44 25.17 3.39 
63 212 188.00 21.53 3.07 
50 220 193.20 30.23 4.23 

73 161.60 14..56 2.22 
127 160.41 12.13 1.84 
160 165.54 34.38 4.51 
120 174.43 30.58 4.01 
175 189.80 29.89 3.95 
242 194.45 23.14 3.27 
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presentar ángulos tan grandes que los "blobs" se observen solapados cuan­
do en realidad no lo están, y produciendo por otra parte el desenfoque de la 
imagen de alguna parte de la traza. 

La clase de placa, no ha influído porque hemos trabajado solamente so­
bre una de ellas. 

d) El operador y el tiempo de medida. En principio el operador influye 
en los resultados de las medidas no solo por la apreciación distinta que de 
una medida puedan dar dos personas diferentes, sino por el cansancio que 
acuse un mismo observador, ya que este tipo de medidas fotométricas requie­
ren una gran atención. Sin embargo, después de evaluar la influencia de este 
factor, se ha concluído que es despreciable frente a los otros. 

En cualquier caso hay que emplear fuertes criterios de eliminación de 
datos dispersables ya que las mismas teorías básicas de la ionización tienen 
un contenido estadístico fundamental. 

V.-loENTIFICACIÓN DE SECUNDARIOS POR MEDIDAS DE OPACIDAD 

Basándonos en las expresiones estudiadas hemos procedido a la determi­
nación de la carga de algunas partículas producidas en la interación, que 
originan trazas negras y que tienen prácticamente la misma dirección del haz 
incidente y que presumiblemente resultan de una fragmentación del ión inci­
dente y por lo tanto de carácter relativista. 

Para obtener el valor del parámetro x se requiere el estudio de opacida­
des de dos iones diferentes de carga conocida y de la misma velocidad, den­

. tro de la misma placa y que nosotros no hemos podido realizar por no dis­
poner de estadística suficiente más que para un ión, el 08

16• Por ello hemos 
admitido el valor de x=Ü,70±0,04. obtenido en otros trabajos. 

Para poder abordar el problema de la identificación de secundarios se 
define una "traza promedio", como aquellas que produciría un ión de las 
mismas características a la profundidad media de la emulsión, si este ión fue­
se el promedio estadístico, de todas las medidas. Eso es posible dado que se 
dispone de la recta de ajuste de Op en función de la profundidad para los 
iones primarios ( ?;ráfica 6). Sin embargo. tendremos que hacer la hipótesis 
de que la pendiente de esta recta no se altera sustancialmente al cambiar la 
carga del ión. 

A partir de la expresión ( 2) tenemos: 

de donde, 

(11) 

con (üo/ = Opaci'dad de la traza promedio, 
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A su vez, 

(12) 

Donde no se ha tenido en cuenta el error de x por ser mucho menor que el 
error cometido en la opacidad. 

Pata calcular <Op) y ti (Op), hei-nos de hallar los valores de opacidad 

a una profundidad media z m , es decir, calcular: 

.( 13) 

Donde z
0 

y Op son la profundidad y opacidad que aparecen en las tablas 
n:º 3 y 2, y m = 0.22 .z0 es la pendiente de la recta de la gráfica de opa­
cidades. 

El error de esa Üp j .z m será: 

( 14) 

El valor medio de todas estas Üp \zni se ha calculado habiendo tomado co­
mo peso estadístico la inversa del error individuaJ para cada medida. Se han 

obtenido así los valores : <op) zm = 164 ± 2. 

De este modo los valores ·de las cargas de las trazas secundarios han 
resultado ser, por el orden en que .aparecen en la tabla n.º 3: 

6.21 ± 0.48 
6.67 ± 0.36 
7.19 ± 0.4.7 
7.67 ± 0.48 
8.S3 ± O.SS 
8.47 ± 0.37 
S.99 ± 0.26 
6.91 ± 0.38 
7.04. ± O.S3 
S.40 ± 0.84 
7.39 ± 0.38 
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TahJa 3.-Medidas de opacidad de secundarios que forman con el primario 
ángulos menores de 8°. 

Estrella n.0 Profundidad Opacidad Desviación Error de Opacidad 

(µ) Standard 

29 78 124.04 32.60 4.47 
3 14·2 145.04 44.82 5.83 

17 96 142.63 33.46 4.78 
18 205 170.62 23.66 3.22 
63 212 187.43 27.04 3.64 
33 160 175.11 23.39 3.48 
59 162 139.11 16.38 2.38 

9 172 155.22 26.66 3.50 
37 160 154 .. 49 49.21 6.46 
64 225 143.62 53.68 8.94 
73 144 156.21 36.46 4.74 

VI.---CoNCLUSIONES Y mscusIÓN 

Se ha puesto a punto un sistema de medidas microfotométricas que per­
mite realizar medidas precisas de "opacidad" de trazas de partículas carga­
das registradas en emulsiones fotonucleares. El método se ha aplicado a las 
trazas de iones de 0 8

16, de 2'1 GeV. por nucleón. Aunque la estadística de 
sucesos estudiados no ha sido demasiado amplia se ha podido comprobar la 
coherencia del método. 

Se ha puesto de manifiesto la importancia que tiene la variación de la 
opacidad de las trazas con la profundidad de la emulsión encontrando una 
dependencia lineal, con una variación del 30 % en un espesor de emulsión 
de 230 micras. 

A partir de los anteriores resultados, y habiendo observado las posibles 
influencias de otros factores, se ha procedido a la identificación de aquellos 
secundarios producidos en algunas interacciones periféricas, que dan lugar a 
trazas negras, de ángulo de emisión menor de 8°. 

Por otra parte, a partir de medidas de densidad de grano de trazas blan­
cas producidas por partículas relativistas se ha determinado el grado de ioni­
zación del "plateau", lo que ha permitido construir las curvas de la variación 
de la densidad de grano con el alcance para piones, kaones, protones, par­
tículas alfa e iones de litio. 

Por último, se han realizado medidas de densidad de grano para tra­
zas grises dentro del cono principal de emisión, que han permitido identifi­
carlas como fragmentos de carga Z = 2 y Z = 3, probablemente procedentes 
de la fragmentación del ión indicente. 
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RESUMEN 

Se da a conocer un mapa con la localización de los bosques de hayas 
(Fagus sylvatica L.) en el Valle de Liéhana. Se estudia la acción conjunta de 
los factores que influyen en dicha localización: altitud, orientación, litolo­
gía, etc., para poder determinar el área óptima ·de la formación. Se cita su­
cintamente el cortejo florístico del hayedo, y finalmente se analiza el estado 
actual de estos bosques, dando algunos de los factores que influyen para ello. 

ABSTRACT 

A map showing the distribution of the beech (Fagus sylvatica L.) forest 
in the Liébana Valley (Santander, N orthern Spain) is presented. The factors 
which determine the distribution of the heechs -altitude, orientation, litho­
logy, etc.- have been studied, in order to outline the area with optimum con­
ditions for. their devolopment. The plant association of the beech forests in 
the area is described. Finally, there is a discussion of the present condition of 
such forest and of sorne of the factors which have had an influence in it. 





DESCRIPCIÓN FÍSICA DE LA ZONA 

El Valle de Liébana constituye una comarca natural, situada en el ex­
tremo más occidental de la provincia de Santander. Comprende los Términos 
Municipales de Tresviso, Castro-Cillorigo, Camaleño, Cabezón de Liébana, 
Vega de Liébana, Pesagüero y Potes { fig. 1). La superficie aproximada es de 
57.533 Has. (10,8 % de la provincia de Santander). 

Es una zona accidentada, con gran sucesión de valles angostos y picos, 
vaguadas y divisorias, con alturas desde 300 m.s.m. {Potes 291 m.) hasta más 
de 2.600 m. de altitud (Peña Vieja 2.613 m.). Las alturas menores se encuen­
tran en la zona central, y se van elevando progresivamente hacia los límites. 
Las cadenas montañosas que la limitan pertenecen a los Macizos Oriental y 
Central de los Picos de Europa. El modelado de las partes altas de la región 
es esencialmente glaciar y de edad cuaternaria. 

Todas estas elevaciones determinan la formación de una amplia cuenca 
de recepción, constituida por tres valles principales { fig. 1): 

Valle del río Deva, con orientación .aproximada W - SW. 

Valle del río Quiviesa, con orientación .aproximad.a W - SW - S. 

Valle del río Bullón, con orientación aproximada SE - S. 

Los tres valles se unen cerca de Potes formando otro muy angosto, que 
en su extremo norte se cierra en un desfiladero profundo {Desfiladero de La 
Hermida), ·que penetra en el Término Municipal de Peñarrubia. 

El río principal es el Deva, que vierte directamente al mar Cantábrico, 
separando en su tramo final las provincias ·de Santander y Oviedo. Como 
afluentes principales tiene, por la izquierda el Canalejas, el Arroyo Trespa­
lacio (que vierte cerca de Enterría) y el Arroyo del Chivo (que lo hace cer­
ca de Lebeña). Por la derecha vierten el Cubo {cerca de Cosgaya), el Quivie­
sa {a la altura de Potes) y el Bullón {en Ojedo). 
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Fig. 1.-Localización y breve esquema del Valle de Liébana. 
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Hay gran cantidad de torrentes y otras pequeñas corrientes de agua que 
pueden ser permanentes o intermitentes; estas últimas son extraordinariamen­
te frecuentes en primavera, por el deshielo, y en invierno por las precipita­
ciones en forma de lluvia, aunque a partir de determinadas .alturas suelen ser 
de nieve en la mayoría de los casos. 

Prácticamente la comarca es una unidad cerrada por paredes rocosas, 
con tres únicas comunicaciones con el exterior: 

Desfiladero de La Hermida, que a través de la C. N. 621 de Espina­
ma a Unquera, se une con la C. N. 634. de Santander - Oviedo. En 
La Hermid.a enlaza con la C. C. 6.314 que va hacia Cabuérniga 
(cuenca del Saja). 

Puerto de Piedras Luengas, que une Liébana con Palencia (C. C. 
627). 

Puerto de San Glorio, en la divisoria de las provincias de Santan­
der y León. 

Estos dos últimos puertos están frecuentemente cerrados por la nieve. 
L.a base geológica necesaria para el desarrollo de los trabajos fue sumi­

nistrada por el Departamento de Geología de la Facultad de Ciencias de San­
tander, a cuyos miembros se agradece su colaboración. 

La fig. 2 resume la distribución de las litologías, habiéndose utilizado 
también datos morfológicos, de pendientes y de distribución de depósitos su­
perficiales. 

La comarca de Liébana tiene un clima tipo mediterráneo en el valle, que 
se va transformando hasta llegar .a las grandes alturas, donde llega a ser 
subalpino, e incluso alpino (ICONA, Min. Agric., 1972). Los datos termoplu­
viométricos para este estudio fueron tomados de la estación meterológica de 
O_iedo, a 1 Km. de Potes ( 43º 10' de la latitud, y Oº 56' de longitud, y 
400 m.s.m. es la situación del observatorio). 

EL HAYEDO: CONDICIONES AMBIENTALES 

F ap;us S')'lvatica L., es una de las especies características del Dominio 
Floral Eurosiberiano Occidental, y normalmente falta en áreas de la Región 
Mediterránea, donde sólo aparece localizada en lue;.ares muy favorables. Una 
zona de clima mediterráneo donde aparece es el Valle de Liébana, y se trata 
en efecto, de un lugar especialmente favorable, porque la proximidad del mar 
Cantábrico hace que no falte la humedad ambiental en ninguna época del 
año, y es bien sabido que el haya se sitúa en regiones influenciadas por el 
ambiente oceánico o en montañas de clima húmedo. Tiene como límite las 
localidades en que el índice de Ellenberg es superior a 20 - 30 (RUIZ de la 
TORRE, 1971). 

En España, en general, es especie de montaña, con óptimo entre 1.000 -
1.500 m., pudiendo subir a los 2.000 m. (Pirineos), y bajar al nivel del mar 
(litoral Cantábrico). En el Valle de Uébana se encuentra desde 10!;; 500 rp, 
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(Valle de Bedoya), hasta 1.700 m. (Aniezo). Según ARRIEU (1944), el piso 
de las hayas en los Picos de Europa alcanza una altitud excepcional por la 
abundante pluviosidad del régimen atlántico. 

Ocupa las laderas de exposición preferentemente norte, oscilando a NE­
NW-W y puede situarse en lugares con fuertes pendientes (hasta 45-50 %)." 
Resulta curioso observar cómo el hayedo se extiende por la ladera a umbría 
de un monte, hasta llegar a la cuerda pero sin ocuparla nunca. Esta puede 
presentarse sin vegetación .arborea (con matorral o braña) a causa del viento, 
o bien con el mismo tipo de bosque que ocupa la ladera opuesta (bosque de 
Q. Pyrenaica, por ejemplo). 

Vive en laderas y aún en mesetas antes que en valles estrechos y húme­
dos, en los que las heladas les pueden resultar .altamente perjudiciales. 

Se encuentran más frecuentemente sobre sustrato ácido (pizarras sedi­
mentarias, grauvacas, etc.), pero también hay hayedos sobre calizas. En altas 
altitudes prefieren suelos calizos por ser más calientes, y.a que la absorción 
de agua por las raíces es más difícil en los suelos fríos. 

En general prefiere suelos maduros, pero soporta suelos muy evoluciona­
dos, como ocurre en las fuertes pendientes; GUINEA ( 1953) dice que se en­
cuentran hayedos hasta con 2-6 cm. de suelo. En la zona estudiada no es in­
frecuente encontrar hayas de porte arbóreo en zonas de roca desnuda, .apro­
vechando el escaso suelo que existe en las grietas. Si viven en estos lugares 
es gracias a la humedad ambiental. De no existir ésta, aunque el suelo fuera 
húmedo, el haya no podría resistir, dado que la humedad atmosférica consti­
tuye uno de sus factores limitantes. Se ha podido observar que frecuentemen­
te se sitúan en zonas de nieblas: "Tengo .al haya por el árbol más nefelófilo, 
y representa el mejor testimonio de la zona de nieblas de todo el territorio 
cantábrico" (GUINEA, 1953). En el V .alle de Liébana las nieblas son impor­
tantes por su asiduidad e intensidad; aparecen todos los meses, algo menos 
en septiembre y octubre (MOLINA, 1976). 

EL HAYEDO COMO FORMACIÓN VEGETAL 

Antes de centrarnos en los hayedos estudiados, vamos a transcribir un 
párrafo de GUINEA (1953) aue refleja muy bien cómo son las manchas de 
vegetación en la provincia. "Utilizando un símil muy gráfico, para mí un 
tapiz veg;etal está compuesto como una .acuarela. En la acuarela, lo fundamen­
tal es el agua en que se disuelve el color. Si el papel en que se va a pintar 
está bien seco y caliente, tenemos las asociaciones vegetales circunmedite­
rráneas, de colores cortados con límites muy precisos en áreas homogéneas; 
pero si el papel está húmedo y seca despacio, como sucede con la vegetación 
atlántica, entonces los colores se mezclan y confunden, y las comunidades 
veget:iles se ubican en diversas estaciones que no les corresponden". 

En la zona, como siempre, hay una transición climática gradual, modifi­
cada por la topografía. La. vegeta.ción, como indicador preciso que es, res­
ponde a esas variaciones de forma progresiva y gradual. 

En el mapa ( ffa·. 3), se han señalado los havedos en los que se han rea­
lizado inventarios. No hemos intentado someterlos a un estudio fitosocioló-
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gico, que supondría un trabajo de otro tipo y con otros objetivos. De todas 
formas, los hayedos estudiados son bastante ricos en especies, aunque muchas 
de ellas son características amplias de los bosques caducifolios eurosiberianos. 

GUINEA (1953), refiriéndose en general a los hayedos de la provincia, 
dice: "el hayedo aquí, se haya próximo al extremo sudoccidental del área 
geográfica del hayedo, lo que condiciona un empobrecimiento de la lista de 
plantas que forman parte de su cortejo en las zonas europeas de óptimo desa­
rrollo del haya (no ya como árbol, sino como posible organismo gerente de 
una legítima asociación vegetal)". 

Comparados con los hayedos españoles indicados por BOLOS ( 1948a y 
1948b), LOSA y MONTSERRAT (1952 y 1953), TUXEN und OBERDOR­
FER (1958), RIVAS MARTINEZ (1962 y 1973), MONSERRAT (1968) y LO­
RIENTE ( 1973), ciertamente hay plantas que se encuentran tanto en los ha­
yedos de La Liébana como en otros hayedos estudiados, pero según nuestro 
criterio, no son suficientes· para incluirlos en las mismas .asociaciones. Las 
ligeras variaciones climáticas, edáficas y topográficas locales, .así como la 
posición marginal dentro del área general, dan características especiales que 
individualizan los hayedos montañeses. 

Los hayedos del valle son, con algun.a frecuenci.a, pobres en vegetación 
acompañante, lo cual ha sido igualmente observado por otros .autores en di­
ferentes zonas: "con frecuencia se observan hayedos sin plantas de Fagetalia 
(hayedos desnudos) y sólo con pocas hayas jóvenes de diferentes edades; 
suele darse este caso cuando la profundidad edáfica es muy ese.as.a y las raí­
ces de los árboles ocupan todo el perfil del suelo. Hacia 50-100 años las ha­
yas más robustas dominan y sofocan a las más débiles, que mueren y dej.an 
sitio p.ara que se desarrollen las plantas herbáceas típicas de buenos hayedos; 
como las intervenciones no pasan de 40-80 años, difícilmente se .alcanza el 
estadía estable con muchas características en el estrato herbáceo. Son. relati­
vamente frecuentes los hayedos con bastante helecho común (Pteridium aqui­
linum) y zarzas (Rubus gr. glandulosus), muy típicos de los hayedos .ad.ara­
dos". (MONTSERRAT, 1968). 

En las zonas más bajas, en zonas de mayor .actuación del hombre, en 
zon.as de contacto de los hayedos con otras manchas de vegetación, con otros 
bosques, etc., .aparecen los bosques mixtos donde predomina el haya, pero se 
encuentra mezclada con otras plantas de porte arbóreo o .arborescente, como: 

Ilex aquifolium 
Fraxinus excelsior 
Crataegus monogyn.a 
Quercus robur 
Q. petraea 
Q. pyrenaica 
Ulmus montana 
Sorbus .aria 
S. aucuparia 
Corylus avellana 
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En menor cantidad aparecen: 

Taxus baccata 
Betula sp. 

Los abedules suelen estar coronando los hayedos, en algunos casos, en 
forma arbustiva: en la falda de Peña Sagr.a, por ejemplo, algunos de los de 
mayor tamaño son arr.astr.ados cada año por las nieves, predominando así los 
de forma arbustiva. RIV AS MARTINEZ ( 1964) señala que el límite altitudi­
nal del bosque caducifolio, por encima de los hayedos, en las altas montañas 
silíceas de la Cordillera Cantábrica se hallan Betula pubescens ssp. celtibérica 
y serbales (Sorbus aucuparia). 

El Q. petraea acompaña al haya en zonas medias y altas, mientras que 
el Q. robur se sitúa en las zonas más bajas. El Q. pyrenaica aparece tanto 
en zonas bajas como medias y altas hasta los 1.400 m., en crestones y cuer­
das, donde la vegetación cambia por el azote del viento, y el hayedo desa­
parece. 

Por lo que respecta a las especies arbustivas acompañantes, entre las que 
se repiten algunas de las anteriores, podemos citar: 

Crataegus monogyna 
Ilex aquifolium 
Q. pyrenaica 
Sorbus aria 
S. aucuparia 
Corylus avellana 
Ulmus minor 

Leguminosas como: 

Genista florida 
G. hispánica 
G. ánglica 
Sarothamnus ssp. 

Ericaceas, como: 

Erica arborea 
E. vagans 
E. umbellata 
V accinium myrtillus 
Calluna vulgaris 
Daboecia cantábrica 

En cuanto a las especies herbáceas, son esencialmente plantas esciáfilas, 
como Anemone nemorosa, Scilla lilio-hyacinthus, Poa nemoralis, Saxifraga 
geum, y otras muchas. Aparecen también otras plantas típicas de lugares hú­
medos, más o menos corrientes en esta zona, algunas de las cuales son fre­
cuentes incluso en bordes de camino, lo cual indica que son plantas disloca­
das, y que la zona donde se encuentran, antes estaba ocupada por el bosque, 
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Si el hayedo desaparece, por tala fuerte o por quema, en su lugar se im­
planta un matorral compuesto principalmente por brezos (Erica spp., Callu­
na vulgaris, Daboecia cantábrica); escajos, árgomas o tojos (Ulex europaeus, 
U. minor y U. gallii) y matigo ( G. hispánica); escobones ( G. florida, Sarotha­
mnus sp.); acompañados por el Pteridium aquilinum (LO RIENTE 1973). Es­
te mismo tipo de matorral se encuentra en los claros naturales del bosque de 
hayas: desde lejos tiene la apariencia de una zona quemada, pero realmente 
no es así. Son zonas, que ya sea por un ligero cambio de exposición, o del 
sustrato, no son favorables para el crecimiento de las hayas, o éstas fueron 
taladas hace mucho tiempo, y se presenta la formación de matorral antes 
citada. Si la tala o quema no han sido muy fuertes y siguen desarrollándose 
algunas hayas, puede entrar el abedul. 

Por el grado de humedad dentro del hayedo, también hay gran cantidad 
de musgos, cuya presencia y abundancia nos limitamos a señalar. 

ESTADO ACTUAL DE ESTOS HAYEDOS 

La impresión general que ofrecen los hayedos estudiados es sorprenden­
te, ya que su estado es cuando menos estacionario y muchas veces de vigorosa 
regeneración. Nos referimos a los de esta comarca, puesto que, quizá por su 
localización, accesibilidad, etc., no todos los de la provincia presentaron el 
mismo estado. LORIENTE (1973) dice de los hayedos de Saja: "Desgracia­
damente hoy son más abundantes los calveros que estas hermosas y verdes 
capas que en tiempos no muy lejanos cubrían por completo la ruta de Ca­
buérniga a Campoo. ( ... ). Cualquier relato histórico que trate de esta región 
menciona los formidables bosques que aquí existían. Todavía hay zonas vír­
genes que son el último exponente de lo que antaño sería esta región mon­
tañesa". 

Volviendo a los hayedos de Liéhana, los relatos del siglo pasado nos 
señalan una comarca eminentemente boscosa (BONA, 1881), pero también 
nos hablan de su explotación, de las cortas que se hacían, etc., con lo cual su 
extensión era cada vez menor. Hoy, sin embargo, comprobamos que los ha­
yedos están colonizando cada vez más terreno, sobre todo zonas donde antes 
se situaba el cagigal (de Q. petraea o Q. robur), según la altitud y el tipo de 
suelo: GUINEA (1953) afirma que" . .. (el Q. robur) .. . relativamente exigente 
de suelos ricos en sustancias nutritivas y profundos, prefiere aquellos que son 
frescos, relativamente húmedos, bien aireados y ricos en humus, lo que ex­
plica la preferencia de este árbol por los niveles bajos y vaguadas, en oposi­
ción al otro roble de flores sésiles ( Q. petraea), el roble albero de Santander, 
que busca suelos más secos y niveles más elevados". 

El por qué de esta invasión no es fácil de explicar por completo, aunque 
se pueden dar algunas de las causas. Quizá la principal sea la difícil regene­
ración del robledal, pues son muchos los factores que actúan en contra. Otro 
factor es la entrada del ganado en el bosque, porque las plantas jóvenes son 
más apetecibles, y también son más utilizadas para el ramoneo las frondosas 
que el matorral. El ganado prefiere las plantas de roble a las de matorral, 
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más secas. Así, el matorral va adentrándose en el robledal, y en la competen­
cia suelen ganar las especies que entran a formar parte del matorral. 

En contraposición a lo visto para el robledal, la regeneración del haye­
do es mucho más favorable: los hayucos al caer al suelo encuentran facto­
res favorables: poca competencia, humedad suficiente, semioscuridad, etc., 
lo cual hace que germinen rápidamente y en cantidades asombrosas, sobre 
todo si se comparan con los robledales; en la mayoría de los hayedos la re­
generación es muy grande, pudiéndose encontrar en algunos hasta 6 - 7 plán­
tulas por dm. cuadrado. Esta extraordinaria cifra fue observada en primave­
ra - verano de 1976, lo cual no quiere decir que todos los años sea igual. 

La regeneración frecuentemente es mayor en las orillas del hayedo, ya 
que durante el verano no son tan oscuras, y la penetración de algo de luz fa­
vorece la adecuada germinación de la semilla (MARTIN PALACIO, 1973). 
De este modo el área del hayedo se va extendiendo paulatinamente, penetrando 
algo en el robledal (que frecuentemente es la formación contigua). Comienza 
a formarse un bosque mixto, si es que no existía ya, y el haya acaba por des­
plazar al roble, ya que las plantas jóvenes del roble van desapareciendo por 
falta de luz, mientras que las de la haya prosperan. Así, en la gran mayoría 
de los bosques mixtos de haya y roble, el haya se encuentra en varios estra­
tos, mientras que el roble sólo está presente en los estratos más elevados y 
algo menos en los intermedios, siendo cada vez más escasa la r epresentación 
de plantas jóvenes. 

Posiblemente sean todas las causas citadas y algunas otras, actuando 
conjuntamente, y no una sola, las que conducen a los hayedos a la situación 
descrita. 
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